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Abstract

Face recognition technology has received much attention
due to its application in defense and crime prevention. In
such applications, there is great need to incorporate face
recognition technologies onto mobile devices to allow on-
the-spot field usage. However there are four major prob-
lems that need to be solved, namely the limited storage and
processing power of the mobile device, connection insta-
bility, security and privacy concerns, and limited network
bandwidth. Existing methods do not solve all the prob-
lems. This paper addresses all of the above problems holis-
tically by proposing a novel approach. The core of the ap-
proach is a DCT-based compression method. This method
has high compression ratio such that the compressed im-
age database can be easily stored at a mobile device. Fur-
ther, face recognition algorithms can be run directly on
the compressed database without decompression, which en-
ables on-the-spot field usage. The overhead of network
transfer is also greatly reduced due to compression. The se-
curity and privacy issue is addressed by pruning most DCT
coefficients of images and by a random permutation proto-
col. As a result, the reconstructed images are not visually
recognizable even if the permutation is known. Additional
security can also be provided by encrypting the coefficients
for network transfer. The system has been implemented on
a commercially available general purpose PDA-phone and
experimental results demonstrate the potential of the pro-
posed solution.

Keywords: Face recognition, mobile computing, security,
privacy, knowledge management.

1. Introduction

Automatic identification of facial mugshots has become
an important component of many systems used by the

military and law enforcement to fight terrorism and other
crimes. Adapting these systems to mobile devices (that
might be carried by field agents on duty) will allow on-the-
spot field usage and generate significant potential benefits.
Though much work has been done in the core areas of devel-
oping robust face recognition algorithms [22, 4], very little
work has focused on the area of making those technologies
feasible in the domain of mobile computing. There are four
issues that need to be addressed.

The first issue is the limited processing and storage ca-
pabilities for mobile devices. For a majority of the devices
used, available storage is too small for the image database.
Further, given the computational complexities of the face
recognition algorithms, the processing capabilities of the
devices are insufficient to handle the expensive calculations
on large datasets. An obvious solution is to implement a
thin-client architecture for the task where processing and
storage are done on a server and results and input are com-
municated across the network. However this leads to a sec-
ond problem: thin client architecture demands constant net-
work connectivity to operate thereby constraining the field
usage capability severely. Along with this is the threat of
constant exposure to interception attacks.

Both problems could be avoided if the database is stored
locally with some compression scheme having a very high
compression ratio. Unfortunately this leads to the third
problem: the sensitivity of the data being dealt with. Typi-
cally, the mugshot database used for anti-terrorism or crime
prevention are highly classified. Storing them on mobile
devices given to field personnel increases the risk and op-
portunity of compromise through misplacement and theft,
given the small size of the devices.

The fourth problem is network bandwidth. In most se-
curity related face recognition applications, keeping the
mugshot database updated with the latest information is
critical. However, limited traffic handling ability prevents



fast transfer of voluminous image data over mobile net-
works, creating a bottleneck for updates.

Commonly used encryption schemes achieve security
but fail to compress the database. Further, these schemes
do not allow face recognition to be carried out in the en-
crypted domain. Thus the whole encrypted database has to
be decrypted, which is very expensive for mobile devices
with limited processing power. Moreover, if cracked, any
fixed encryption scheme will give away every bit of data
encrypted with it immediately. For example, in case of the
mugshot database, all the images will be compromised.

This paper addresses all of the above problems holisti-
cally by proposing a novel approach. The core of this ap-
proach is a DCT-based compression method which applies
Discrete Cosine Transform to images and then prunes most
DCT coefficients. As a result, the remaining coefficients are
sufficient to provide accurate face recognition, but are insuf-
ficient to reconstruct visually recognizable images. This ap-
proach also uses a random permutation protocol to enhance
the security. As a result, attackers can not reconstruct recog-
nizable images from stolen devices, even if they know the
permutation order. If necessary, the DCT coefficients can
be also encrypted to prevent network interception attacks.
Another benefit of this approach is that the face recognition
task can be carried out without decompression or decryp-
tion of the whole database, which enables on-the-spot field
usage. Further, the compression ratio is very high such that
the storage requirement and the overhead of network trans-
fer are greatly reduced. Initial experimental results demon-
strate the benefits of the proposed solution.

The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 presents our approach.
Section 4 discusses the security aspect of our approach and
the worst case security. Section 5 describes a system imple-
mentation and experimental evaluation.

2. Related Work

Face recognition algorithms: There has been a rich body
of work on face recognition algorithms. These algorithms
typically first extract some important features from images.
Principal component analysis (PCA) is used for this pur-
pose [22]. Independent Component Analysis (ICA) [4],
Linear Discriminant Analysis (LDA) [10], Evolutionary
Pursuit (EP ) [15], Kernel-based methods [25] as well as
Bayesian Learning methods [17] are also proposed. Of all
these methods, variants of the PCA and ICA based methods
are the most well known, well established and most com-
monly used. Some authors [12] suggested the use of Dis-
crete Cosine Transform feature vectors or different types of
wavelets such as Gabor [19] instead of PCA. As reported,
DCT based schemes although being much less expensive
and data independent, work almost as good as the PCA on
highly correlated image data.

Once features are extracted, a variety of classification
techniques such as hidden markov models, neural nets, sup-
port vector machines, nearest neighbor match etc. are used
for the recognition process. Of all these, the nearest neigh-
bor approach [9, 7] is the simplest, highly efficient, and
most commonly used one.
Face recognition on mobile devices: [13, 23] and [2] pro-
posed various thin-client architectures for face recognition
on mobile devices. [13] also discusses an extension of the
basic technology for authentication purposes on mobile de-
vices. However a major drawback of these solutions is the
thin client aspect that reduces field usage severely as dis-
cussed earlier. These solutions assume delegating data stor-
age and processing to a separate server and not the device.
In other words, the device is not made even slightly inde-
pendent in performing the task. Every time a face recogni-
tion task is required, the server needs to be contacted over
the network. Thus the system will stop functioning at places
without stable network connection, which may be common
depending on the field of usage. A simple example might be
an agent operating the device at a remote village. Another
major challenge with these schemes is the security aspect
of the data which turns out to be very important for defense
and crime prevention contexts. The requirement for con-
stant communication exposes the data in transit to a very
high risk of interception attacks.
Privacy preserving data mining techniques: There has
been a rich body of work in the area of applying Secure
Multi-party Computation (SMC) [3] techniques to distrib-
uted mining. Please refer to [8] for a survey. However this
paper focuses on face recognition on mobile devices, which
does not include multiple parties other than the server and
the device.

Another group of researchers focused on data random-
ization approaches through additive perturbation [1], mul-
tiplicative perturbation [14], random projections [16], and
rotations [6] to preserve privacy. [18] discusses a DCT
based novel method for data compression and secure dis-
tance based mining of correlated data in general.

Gross et al. [21, 11] explores the privacy concerns in face
recognition in general. The work incorporates the concept
of a well known technique called k-anonymity [20] into the
domain of face recognition. The primary focus is to make
sure that k images in a dataset look similar so that identity-
wise, none of the images could be tracked to a single person
by machine recognition or human inspection. However this
violates the basic motivation for doing a face recognition
task in the first place. Once the images are k-anonymized,
even an authorized user also will not be able to distinguish
between an image and its k − 1 duplicates in the data. This
paper instead draws its motivation from a more practical
viewpoint. In order for the system to be useful, legitimate
users need to be able to identify the images properly while
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Figure 1. Architecture of our approach

non-legitimate users should not be able to do so. Further
if the database is exposed, it would not be possible for an
unauthorized user to reconstruct useful images. To the best
of knowledge of the authors, this is probably the first at-
tempt ever made to build such a secure system in context of
face recognition on hand-held devices.

3. Our Approach

Figure 1 shows the architecture of our approach. Next
we describe the processes at the server and client side.

Algorithm 1: DCT-H(Data D, Parameter µ)
(1) for each image i of D
(2) DI(i)=2D-DCT(i)
(3) end
(4) for each row i of DI
(5) Mark the ∆ AC coefficients with

highest energy
(6) end
(7) for j-th coefficient
(8) frq(j) = number of rows with

j-th coefficient marked
(9) end
(10) select coefficients with µ

highest frq
(11) permute the selected coefficients

Figure 2. Compression Algorithm.
Server side: The server stores the original image data-
base, and generates a compressed database. Figure 2 shows
the compression algorithm DCT-H. This algorithm has two
steps. In the first step, the images in the database are trans-
formed using two dimensional Discrete Cosine Transform
(DCT-II). The DCT coefficients of each image are stored in
a row vector by concatenating DCT coefficients from each
row of the image side by side. Note that DCT being an
orthogonal transform, the Euclidean distances between im-
ages remain unchanged after the transform.

In the second step, the method selects µ DCT coefficients
which have high energy in a majority of instances. This set

of coefficients will capture major chunk of the data variance
and hence preserve the Euclidean distances between images
with nominal error. Thus the nearest neighbor face recog-
nition algorithms which use distances can generate accurate
results over such datasets.

The selection is done by first mark the µ coefficients
with the highest energy for each image. We also exclude
the DC coefficient because it represents brightness and is
not useful for face recognition. The algorithm then counts
for each coefficient, the number of images having that co-
efficient marked. The µ coefficients with the highest count
will be selected. Thus the algorithm selects coefficients that
have high energy in the most of the images. Finally, these
coefficients are permuted randomly.

µ is decided by the user based on required tradeoff be-
tween compression and accuracy of recognition. Experi-
mental results in Section 5 show that a very small µ can be
used to achieve high accuracy of recognition and high level
of compression at the same time.

The random permutation can be considered as a cheap
alternative to encryption. It reduces the risks of interception
attacks because the permutation order needs to be known to
reconstruct the images from coefficients. The details will be
discussed in Section 4. The indexes of these coefficients and
the permutation order are then encrypted using symmetric
key encryption with a public key based key exchange pro-
tocol. The selected coefficients and encrypted indexes and
permutation order will be loaded into the mobile device.

Our approach can also handle incremental updates to the
image database. The compression algorithm does not need
to recompute the DCT coefficients of the existing images
in the database. The server also does not need to send the
whole compressed database. The details are not shown due
to space constraints.
Client side: The device stores the compressed image data-
base. The client also stores the selected coefficient index
and permutation order in encrypted form. When the cam-
era in the device captures a field photograph of a test sub-
ject, the face recognition algorithm can be run locally on
the handheld and directly over the stored compressed im-
age database. This process consists of the following two
steps.

At the first step, the mugshot of the test subject is trans-
formed with a DCT-II, and reaped to a single row vector.
The device will also decrypt the coefficient index and per-
mutation order, and only retain those coefficients retained
in the image database and permute them in the same order
as the images in the compressed database.

This step can be done efficiently on a mobile device for
three reasons listed below. First, the DCT transform vec-
tors are data independent and can be generated on the fly.
Second, there exists special plug-in hardware for perform-
ing DCT extremely fast. Third, there is no need to generate



all DCT coefficients. Only the set of coefficients that are
retained in the compressed image database needs to be gen-
erated on the fly.

At the second step, the generated, ordered coefficients
are fed to the face recognition unit. In this paper, 1-nearest
neighbor matching is used to for the recognition task. Note
that the mugshot image to be matched is essentially com-
pressed and permuted in the same way as the images in the
database. Thus there is no need to decompress the com-
pressed database. However since there is barely any loss
of data variance, the nearest neighbor match approach will
run accurately as illustrated in the experimental results pre-
sented in Section 5.

Running the face recognition algorithm on compressed
data is also much cheaper than running it on uncompressed
data because the compressed images are much smaller (only
having µ coefficients each) than the original images.

4. Security and Privacy Aspects

This paper mainly considers the type of attacks where the
device is stolen and someone tries to recover images stored
on the device. The protection comes from the pruning of
most DCT coefficients and the random permutation proto-
col discussed in Section 3. The key observation is that it is
difficult to invert the DCT coefficients to get back the orig-
inal data without knowing the random permutation order in
which DCT-H shuffles the coefficients. Unlike other trans-
forms such as principal component analysis, it is difficult to
decide the order based on values of DCT coefficients (e.g.,
the second coefficient is not necessary larger than the third).

The worst case scenario occurs when a third party
guesses the coefficient indexes and the permutation order
correctly. Assume P be the probability of occurrence of
the worst case. Also assume the image size is u × v and
u × v = n. If µ denotes the number of coefficients chosen,
then P is given by

P =
1

µ!
(
n
µ

) (1)

The size of image is typically pretty big while the num-
ber of coefficients selected (µ) is pretty small (experimental
results in Section 5 reports that µ = 10). The denominator
in Equation (1) in such case will be big enough making the
probability for the worst case scenario extremely small.

In the worst case, the permutation protocol is cracked.
Given a sample image one can check out if it is in the com-
pressed database through a nearest neighbor match. Actu-
ally there is no way to prevent this unless we encrypt the
images on the device, which will incur significant computa-
tional overhead resulting from the decryption now required
for the face recognition task. However it will be impos-
sible to visually inspect any other images in the database.

(a) Original (b) Reconstructed

Figure 3. Example images

The number of coefficients required for an accurate recog-
nition task is much smaller than the number of coefficients
needed to reconstruct an image that can be recognized by
human being. Thus the images reconstructed from the com-
pressed database have very poor quality (one can barely tell
it is a face). For example, Figure 3 (a) shows an original
image and Figure 3 (b) shows an image reconstructed from
10 DCT coefficients (other coefficients are assumed to be
zero). The reconstructed image is clearly not recognizable.

Another type of attack is network interception attack.
The random permutation protocol only provides limited
protection against such attacks (in the worst case, the order
may be known). To protect against such attacks, the server
can apply symmetric encryption with public key exchange
protocol over the DCT coefficients, before sending them to
the device. The device can then decrypt the coefficients.
Note that the number of coefficients (µ) is much smaller
than the original image size, thus the cost of encryption and
decryption will be much lower compared to encrypting and
decrypting the original images.

5. Experiments
This section experimentally evaluates the performance

of our approach. Section 5.1 describes the setup of the ex-
periments. Section 5.2 reports the results.

5.1 Experiment Setup

Implementation: The server side program is written in
Matlab 7.0. The client side program is written in Microsoft
Visual Basic .Net 2003 (using the Smart Device Applica-
tion compile option). The face recognition algorithm is k-
nearest neighbor where k=1.

The experiments on the client were conducted over a
Palm Treo 700W smart phone, with an Intel PXA272 312
MHz processor, and 88 MB memory (24.45 MB program
memory and 62.94 MB storage memory). The device runs
Windows Mobile 5 Pocket PC Phone Edition Software. It
has Bluetooth v1.2 and EVDO 3G wireless connections.
The experimental server was a 3.5Ghz Pentium 4 machine
with 4 GB of RAM running Windows XP. Various net-
work environments have been tested, including 14.4 kbps,
56 kbps, 128 kbps, 640 kbps, and 1.5M bps. Since the com-
munication time over the network and processing time at
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the mobile varies in practice, the average of 10 runs were
reported.
Dataset: The well-known ORL [5] database of faces is
used. The database consists of 400 images. There are ten
different images of each of 40 distinct subjects. The size
of each image is 112 × 92 pixels, with 256 gray levels per
pixel. Thus each image contains 10304 pixels and unpruned
DCT coefficients.
Compression Methods: Our approach uses DCT-H in Fig-
ure 2 to compress the image database. Two other compres-
sion methods, PCA and random projection, were also im-
plemented to compare against DCT. PCA gives the prov-
able best compression but is more expensive than DCT and
is not computationally feasible for mobile devices. Thus in
this paper the experiments using PCA was conducted at the
server side. Another problem of PCA is that it is easy to de-
cipher the permutation order of selected PCA components
because the associated Eigen values are always in descend-
ing order. Thus PCA will lead to lower degree of security if
even the same random permutation protocol as mentioned
earlier is applied on the principle components.

The random projection method [16] multiplies each im-
age with a randomly generated matrix n × k matrix where
n is the image size. The result is a size k vector for each
image. As k < n, compression is achieved and the distance
between original images are kept to some degree.

5.2 Results

Accuracy of Face Recognition: Figure 4 shows the ac-
curacy of face recognition over ORL data (containing 400
images) with 10% as testing data. DCT-H achieves almost
the same accuracy as PCA. DCT-H is also much better than
random projection because our method better preserves dis-
tance between images. Note that unlike our approach, PCA
method is not safe (it is easy to find out the order of PCA
coefficients).
Storage and processing overhead at devices: Table 1 re-
ports the storage and processing overhead for mobile device
when 10 DCT coefficients were used. The processing time

Table 1. Storage and Processing Overhead at
mobile

Storage Time Time for
for DCT face recognition

Uncompressed 3.7 MB N/A N/A
Compressed 14 KB 12.8 sec 0.25 sec
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Figure 5. Time to transfer the whole database
over various network connections.

is further divided into the time for DCT over the test image
and the time for running the face recognition algorithm on
the hand-held. The storage overhead for uncompressed im-
age database is also reported. The processing time for direct
usage of the uncompressed image database is not available
because it is infeasible to run face recognition on the mobile
device with it.

The results show that using DCT the image database was
compressed to 1/257 of the original image database. Thus
it is easy to fit the compressed image database to a mobile
device. Further, it took about 12.8 seconds to generate the
required DCT coefficients from a test image. It took about
0.25 second to run the face recognition algorithm (k-nearest
neighbor) because each image now only has 10 coefficients.
The overall response time is about 13 seconds, which is
quite acceptable given the resource constraints of a mobile
device. Further special hardware can be used to further re-
duce the time for DCT transform.
Network transfer time: Figure 5 reports the time to trans-
fer the compressed and uncompressed database over vari-
ous network connections. The compression method is DCT
with 10 coefficients selected. Note that the y-axis is in log-
arithmic scale. The results show that the time to transfer the
compressed image database is orders faster than the time
to transfer the uncompressed database. For example, using
a 128 kbps network, it took 10 minutes and 30 seconds to
transfer the uncompressed database while it took only 4.28
seconds to transfer the compressed database.
Worst case security: In the worst case, an unauthorized
party may obtain the compressed database and find out the
indexes and correct permutation order of selected DCT co-
efficients. It can then reconstruct the image from these co-



efficients by assuming all pruned coefficients having value
zero. A typical measure for the quality of the recon-
structed images is Peak Signal to Noise Ratio (PSNR)
[24]. The higher the PSNR, the better the quality of the
reconstructed image. In literature [24], a PSNR below
25 dB is unacceptable because human eye can not recog-
nize/distinguish/identify the image. Figure 6 reports the
PSNR using 5-50 DCT coefficients. The results show that
the PSNR is very low, ranging from 16 dB when 10 coef-
ficients were selected to 22 dB when 50 coefficients were
selected. Clearly, in the worst case, the reconstructed im-
ages are still not recognizable.
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