Economics 611--Quiz 6
________________________________________________________________________
1. In a finite distributive lag model, short run effects are measured by the coefficient on the most recent (the current) observation of the lagged variable.

True


False

2. In a finite distributive lag model, long run effects are the sum of the coefficients on all the lags of the independent variable, including the current value.


True


False

3. Adding a linear time trend variable to an equation


A. controls for seasonal variation in time series data.


B. is used most often with cross-section data.


C. is equivalent to running a regression on detrended data.


D. will cause multi-collinearity with the intercept term.
4. To control for a time trend where the series has the same average growth rate from period to period,


A. use an exponential trend variable.


B. use a linear trend variable.


C. it is not necessary to include a trend variable.

5. Serial correlation is most commonly a problem in time series data.


True 


False

6. Serial correlation causes


A. the coefficients in an OLS regression to be biased.


B. the standard errors in an OLS regression to be biased.


C. hypothesis tests to be invalid.


D. all of the above


E. both B and C.
7. First order serial correlation (autocorrelation) means


A. the error from time t is determined in part by the error in time (t-1).

B. that knowing the error in time t-1 provides information about the error in 

time t+1.


C. the Cov(ut, us) =0 if t is not equal to s (ui is the regression error for time i).


D. none of the above.

8. The Durbin-Watson test is a means of checking for first order serial correlation.


True


False

9. The correlation coefficient between the errors from time t and time t+1 may be computed 

A. by regressing the time t fitted errors on the time t-1 fitted errors plus all independent variables.


B. as the ratio of the sum of the time t errors to the time t-1 errors.


C. Both of the above.


D. Neither of the above.

10. When the Durbin-Watson statistic is close to zero


A. first order serial correlation is likely.


B. first order serial correlation is not likely.
