Economics 611: Advanced Econometric Methods

Fall, 2004

Exam 2
Part I: Multiple Choice (4 points each):
yi=ao+α1xi1+α2(Dixi1)+εi
1.
D equals 1 for females and D equals zero for males.  The effect of x1 on y

a. differs for males and females if alpha 2 is significantly different from zero.

b. is alpha 1 for males and alpha 1 + alpha 2 for females if alpha 2 is significantly different from zero.

c. unaffected by the dummy variable which only shifts the intercept

d. both A and B are correct
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2.
If alpha 2 and alpha 3 are different from zero

a. both the slope and intercept differ for observations whose D equals 1 from those observations whose D equals zero.

b. for observations whose D equals 1, the intercept is alpha 0+ alpha 3.

c. one could say that the sample should be split between D equal to 1 and D equal to 0 observations.

d. all of the above.

3. Logit and Probit models are useful if

a. an independent variable is a dummy variable.


b. the dependent variable is a dummy variable.


c. an independent variable is a binary variable.


d. the dependent variable is a continuous variable.

4. Heteroskedasticity causes


A. the coefficients in an OLS regression to be biased.


B. the standard errors in an OLS regression to be biased.


C. hypothesis tests to be invalid.


D. all of the above


E. both B and C.

5. White’s correction for heteroskedasticity 

A. uses the squares of the predicted errors as estimates of the true variance of the individual observations

B. is only appropriate in large samples

C. all of the above.

D. none of the above.

6. Plotting the residuals (predicted errors) against the independent variables may be helpful in diagnosing heteroskedasticity.  Heteroskedasticity may be a problem if the plots

A. appear completely random.

B. show no relationship between the residuals and the dependent variable.

C. do not show an equal number of positive and negative values of the error.

D. suggest a pattern in the errors.

7. First-order serial correlation causes


A. the coefficients in an OLS regression to be biased.


B. the standard errors in an OLS regression to be biased.


C. hypothesis tests to be invalid.


D. all of the above


E. both B and C.

8. Adding a time trend variable to an equation

A. controls for seasonal variation in time series data.


B. is used most often with cross-section data.


C. is equivalent to running a regression on detrended data.


D. will cause multi-collinearity with the intercept term.
9. Which of the following is a possible solution to the problem of first-order serial correlation when using time-series data?

A. Using two-stage least squares.
B. Running a regression using data on changes in each variable rather than the level of the variable in each year (also called first-differencing)

C. Estimating the coefficients using OLS and using a serial correlation-robust estimate of the standard errors of the coefficients.


D. Both B and C.
    10. 
An Instrumental Variable
A. should not be correlated with the error term in the regression.

B. should not be correlated with any dependent variable in a system of simultaneous equations.

C. all of the above.

Part II: Write your answers in the Blue Book.
1 (20 points).  Below is a table that reports the results of an OLS regression using cross-sectional data on the hourly wages, years of education completed, and years of experience in the labor market for a random sample of 13,996 individuals.  The estimated equation can be represented as follows: 

logWi = B0 + B1*Educationi + B2*Experiencei + B3*Expsqi  + ui
____________________________________________________________

Dependent Variable: log of hourly wage

Coefficient (standard errors in parentheses)

-----------------------------------------------------------------------------------------



(1)


-----------------------------------------------------------------------------------------
Constant

1.09





(0.03)



Years of 

0.01


education

(0.002)



Years of

0.025


experience

(0.002)



Experience

-0.0004

squared

(0.00004)

-----------------------------------------------------------------------------------------
n


13669


R-squared

0.194


___________________________________________________________
a. Define heteroskedasticity.

b. Assuming that you find heteroskedasticity, briefly describe one way to address this problem.

c. Now assume that you have panel data (data on each individual in each of 2 years).  Describe how you would use panel data to estimate a fixed effects model.

d. Explain how you can use a fixed effects model to control for omitted variables in this equation.  
2 (20 points). Consider a model where wages are determined by education and experience,


logWi = B0 + B1*Educationi + B2*Experiencei + B3*Expsqi  + ui
a. Describe how you would test the hypothesis that women earn less than men with the same education and experience (describe the variables you would use, the equation you would estimate, and the test you would conduct)?

b. Describe how you would test the hypothesis that the coefficient on Education is different for women and men (describe the variables you would use, the equation you would estimate, and the test you would conduct)?

c. Describe how you would implement a "Chow test" in this context.  That is, describe how you would test whether it makes sense to estimate the wage equations for men and women separately (describe the variables you would use, the equation you would estimate, and the test you would conduct)?

3 (20 points). The following is a simple simultaneous equation model to measure the effect of attending a private school on math test scores.  You have data on the test scores, schools and family income of students in both private and public schools.

(1) Scorei = B0 + B1*Privatei + B2*faminci + u1i 


(2) Privatei = α0 + α1*Scorei  + α2*faminci + α3*Catholici + u2i
where Scorei is the math test score of student i,

faminci is the family income of student i,

Privatei = 1 if student i is in a private school, 0 if public school,

and Catholici = 1 if student i is  Catholic, 0 if not.

a. Will you obtain unbiased estimates of B1 if you estimate equation (1) using OLS? Explain.
b. Write the reduced form equations.
c. Describe each stage necessary to estimate structural equation (1) using two-stage least squares.
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