Economics 611: Advanced Econometric Methods

Fall, 2004

Exam 1
Part I: Multiple Choice (4 points each):
1. Let X be the values 0 and 1, associated with a tail and a head when

    flipping a fair coin, and Y takes the values 1 through 6 based on the result of the 
    roll of a fair die.  The conditional distribution of X is

A. cannot be defined.

B. X=1 with probability .5, X=0 with probability .5.

C. neither of the above.

D. both choices 1 and 2.

2. If two random variables are independent, then


A. knowing the value that one takes on tells nothing about the value the other will
                take on.


B. the correlation coefficient between the two variables will be zero.


C. the covariance between the two variables will be zero.


D. a and b.


E. a, b and c.

3.  You are reading an empirical paper in economics which reports the

     following estimated demand function:  Ln (Q) = 100 -.75* Ln (P),

     where Ln is the natural logarithm, Q is quantity and P is price. 
A.  The slope of the demand function is -.75

B.  The elasticity of the demand function is -.75.

C.  The slope of the demand function is 100.

D.  The elasticity of the demand function is 100.

4. Statistically, the "best" estimator is one that 

A. is unbiased.

B. correctly estimates the parameters of the population model.

C. has the lowest sample variance of any estimator.

D. both a and c.

5.  The sampling variances of the least squares estimators depend upon
A.  the sample variance of the fitted errors.

B.  the sample variance of the independent variables.

C.  the sample size.

D. the correlations between the independent variables.

E.  all of the above. 
6. Consider the Cobb-Douglas production function, Q = aKb Lc ; b and c


A. cannot be estimated using OLS.


B. can be estimated using OLS on the equation Q = a + bK + cL.


C. can be estimated using OLS on the equation 

log(Q) = log(a) + b log(K) + b log(L).


D. can be calculated from the covariances of K and L with Q.

7. The P-value

A. is the lowest significance level at which we can reject the null hypothesis.


B. is the highest significance level at which we can reject the null hypothesis.


C. is the lowest significance level at which we cannot reject the null hypothesis.


D. is equal to 0.06.
8. Dividing each independent variable by 10 

A. will change the magnitude of the estimated coefficients of an OLS regression.

B. may change the sign of the estimated coefficients of an OLS regression.


C. will change the value of the t-statistics.


D. will change the value of the R-squared of the regression.


E. both a and b.

9. A Keynesian consumption function is estimated as C = -3.7744 + .9085M.  The standard error on the coefficient on M is .0076.  There are 1000 observations.  Suppose the null hypothesis is that β1=0 (or β1≥0), and the alternative hypothesis is that β1<0.

A. One cannot reject this null hypothesis at the 5% significance level.

B. One cannot accept the alternative hypothesis at the 5% significance level.

C. One can reject this null hypothesis at the 5% significance level.

D. One can accept the alternative hypothesis at the 5% significance level.

10. The standardized or beta coefficients 
A. are obtained from a regression where the dependent and independent variables have been standardized.

B. measure how many standard deviations the dependent variable changes when an independent variable increases by one standard deviation.

C. will vary in magnitude depending on the units used to measure each Xj.


D. both a and b.


E. a, b and c.

Part II: Write your answers in the Blue Book.
1. (30 points). Under the five Gauss-Markov assumptions, Ordinary Least Squares estimators are the Best Linear Unbiased Estimators.  For each of the situations listed below, note if they violate the Gauss-Markov assumptions and if they will lead to biased estimates of the coefficients and/or standard errors of the coefficients.  If so, list which assumption is violated (in words, not just the number).

a. Two of the independent variables are highly correlated (but not perfectly correlated).  

b. In a regression of the log of earnings on the level of education (and other independent variables), the data set includes an observation for Bill Gates.  Bill Gates has a very high income and is only a high school graduate (he has no university degree), and is therefore clearly an outlier.

c. The population variance of the regression equation errors is larger for some observations than for others.

d. In a regression of the log of earnings on the level of education (and other independent variables), you do not have data on a relevant independent variable, ability. 

e. In regression of the log of earnings on the level of education (and other independent variables), you do not have data on a relevant independent variable, ability.  Instead, you include a proxy variable for ability.

2 (10 points). You estimate the equation:

Visitsi = B0 + B1*insurancei + ui 

where Visitsi is the number of visits per year to the doctor by person i, while is the amount of health insurance of individual i.  

However, you also know that the number of visits to the doctor will increase if person i has a chronic medical condition, and you know that people with chronic medical conditions are more likely to have a larger amount of health insurance. 

a. What are the consequences of omitting a variable measuring whether a person has a chronic medical condition?

b. What is the direction of the bias of B1?

3 (20 points).  Below is a table that reports the results of three specifications of a regression using data on the hourly wages, years of education completed, and years of experience in the labor market for a random sample of 13,996 individuals.

____________________________________________________________

Dependent Variable: log of hourly wage

Coefficient (standard errors in parentheses)

-----------------------------------------------------------------------------------------



(1)

(2)

(3)

-----------------------------------------------------------------------------------------
Constant

1.09

1.23

1.47




(0.03)

(0.03)

(0.03)

Years of 

0.01

0.01

0.09
education

(0.002)

(0.002)

(0.002)

Years of

0.025

0.007

experience

(0.002)

(0.0004)

Experience

-0.0004

squared

(0.00004)

-----------------------------------------------------------------------------------------
n


13669

13996

13996

R-squared

0.194

0.187

0.174

___________________________________________________________
The critical value for the t-statistic with more than 200 degrees of freedom at a 5% level of significance (two-tailed test) is 1.96. 

a. Based on the results of model (1), calculate the predicted log wage for a worker with 10 years of education and 10 years of experience. 

b. Test whether you should use a quadratic for experience (experience and experience squared) or just experience as independent variable(s).

c. Calculate the test statistic to jointly test whether the coefficients on experience and experience squared equal zero.
d. Which model in the table above reports the best estimate of the percent increase caused by obtaining one more year of education?  Explain your reasoning.
I will put on the board:
t-statistic = Bj - Θ

       SE(Bj)
F-statistic =     (R2ur - R2r)/q   
                    (1- R2ur)/ (n-k-1)

