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ABSTRACT
We performed a study of Facebook users to examine how
they coped with limitations of the Facebook privacy settings
interface. Students graduating and joining the workforce
create significant problems for all but the most basic privacy
settings on social networking websites. We therefore cre-
ated realistic scenarios exploiting work/play boundaries that
required users to specify access control policies that were
impossible due to various limitations. We examined whether
users were aware of these problems without being prompted,
and once given feedback, what their coping strategies were.
Overall, we found that simply alerting participants to po-
tential errors was ineffective, but when choices were also
presented, participants introduced significantly fewer errors.
Based on our findings, we designed a privacy settings in-
terface based on Venn diagrams, which we validated with a
usability study. We conclude that this interface may be more
effective than the current privacy settings interface.
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INTRODUCTION
Once the realm of system administrators, even novice users
are now expected to author access control policies. When
using social networking websites, users may configure their
profiles so that only certain people can view private infor-
mation. As users share content, erroneous access control
policies can have profound privacy consequences, especially
when there are disconnects between the policy author’s men-
tal model of what the policy should say and how the system
actually evaluates the policy. These “semantic errors” are
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much harder to detect than syntactic errors because they re-
sult in technically valid policies. Research suggests that pol-
icy authors are least likely to create semantic policy errors
when they use natural language to specify the policy [3].
However, due to various factors, allowing policy authors to
use natural language whenever they specify access control
policies is simply not practical. While access control mech-
anisms have proliferated over the course of forty years, re-
search on the interfaces that a human uses to author policies
has only just begun. The Computing Research Association
(CRA) has gone so far as to list giving “end-users security
controls they can understand and privacy they can control
for the dynamic, pervasive computing environments of the
future” as one of the top four grand challenges in informa-
tion security and assurance [4].

We present a study of how Facebook1 users create, detect,
and resolve semantic access control errors. The current inter-
face creates opportunities for policy ambiguities—situations
where a policy could be interpreted in different ways based
on a parser’s predefined semantics. When left undetected,
policy ambiguities can transform into semantic errors. We
contribute to the literature on access control interfaces by
empirically evaluating the effectiveness of corrective feed-
back during policy authoring; we show when feedback can
and cannot minimize policy errors. We identify rudimentary-
but-useful scenarios where it would be impossible to cor-
rectly configure Facebook’s privacy settings. Finally, we
present and evaluate a new interface to help users visualize
effective permissions on social networking websites.

We first present related work on privacy and online social
networks. Next, we present an experiment where partici-
pants altered their privacy settings to fit realistic scenarios
that exploited work-play boundaries. We examined whether
participants noticed ambiguities and whether they corrected
those ambiguities using two different types of feedback. Fi-
nally, we designed a privacy settings interface using Venn
diagrams so that participants could better visualize how their
work networks and social networks overlapped. In our sec-
ond experiment, participants created significantly lower er-
ror rates in half of the scenarios, and equal error rates in the
other scenarios. Finally, we discuss participants’ Facebook
privacy behaviors and the limitations of our experiments.

1Products are identified to specify the experimental procedure ade-
quately. This is not intended to imply recommendation or endorse-
ment by the National Institute of Standards and Technology.
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BACKGROUND
Social networking websites allow users to post personal in-
formation to share with their friends, while the users rely on
access control settings to prevent the data from being shared
with unintended parties. In 2005, Gross and Acquisti mined
the Carnegie Mellon network on Facebook. They found that
“90.8% of profiles contain an image, 87.8% of users reveal
their birth date, 39.9% list a phone number (including 28.8%
of profiles that contain a cellphone number), and 50.8% list
their current residence [9].” Young and Quan-Haase per-
formed a study in 2009 and found that 64% of study partici-
pants had restricted their profiles to friends [22]. Because so-
cial networking websites are primarily used to stay in touch
with existing friends, rather than to form new online rela-
tionships [12, 11], we would expect users to limit the private
information they expose to complete strangers. Indeed, boyd
and Hargittai found that in 2010, 98% of their study partici-
pants had previously modified privacy settings [2].

Strater and Lipford performed a study of 18 Facebook users
and found that over 72% of their participants took an “all or
nothing” approach to privacy: they made their profiles ei-
ther completely open or restricted them to only their friends.
Only five participants used fine-grained controls to restrict
access based on relationships and the type of information
that was to be accessed [16].

As online communities evolve, controlling information on
social networking websites has become a lot more compli-
cated than restricting access to friends. Binder et al. per-
formed a survey of Facebook users to examine how differing
social spheres interact and found that privacy concerns were
directly correlated with the number of family members a
user had friended [1]. Stutzman and Kramer-Duffield found
that some Facebook users went so far as to create a second
profile to share with their “real” friends [17]. Skeels and
Grudin conducted a survey of corporate Facebook users to
examine how they managed privacy settings when social net-
works consisted of both friends and coworkers. They found
that many respondents had so many problems changing pri-
vacy settings that many resorted to censoring their content
rather than configuring privacy settings. In fact, many re-
spondents complained about not being able to divide their
Facebook friends into groups, oblivious to the fact that such
a feature existed [14]. Access control concerns are only in-
creasing as social networking tools become more and more
accepted within the workplace [19, 6, 13, 5, 15, 21].

Researchers have proposed alternative privacy settings in-
terfaces for social networking websites. For instance, Wat-
son et al. proposed AudienceView, which allows users to
configure settings while viewing effective permissions [20].
Tootoonchian et al. proposed Lockr, which is based on ac-
cess control lists [18]. We are unaware of proposed inter-
faces designed around the interplay between overlapping so-
cial networks. Likewise, tools have been proposed to help
users understand policy semantics through change-impact
analysis [8], as well as to minimize semantic errors by ask-
ing users clarifying questions [7], we are unaware of usabil-
ity studies that have been performed on these techniques.

FEEDBACK AND GUIDANCE
In our first experiment, we examined how often Facebook
users detected semantic errors when specifying access con-
trol policies (i.e., privacy settings). Additionally, we exam-
ined how they went about correcting these errors and whether
certain types of feedback would help them specify the cor-
rect policies. We performed a laboratory study on 33 partic-
ipants who performed tasks on Facebook that were likely to
lead to semantic errors in their access control policies.

Methodology
From May 26 to June 1, 2010, we conducted a laboratory ex-
periment where we recruited Facebook users in the Brown
University community. Since over 25% of Facebook users
are in the 18-24 age group [10], we believe our sample is rep-
resentative of an important demographic of Facebook users.

We recruited participants using flyers posted around campus
as well as ads on Facebook. We directed potential partic-
ipants to an online screening survey designed to establish
Facebook usage and their affiliation with Brown. So as to
not prime participants, we asked several subterfuge ques-
tions about their usage of several other social networking
websites. Our experimental tasks required participants to
have an existing brown.edu email address so that they could
join the Brown network on Facebook if they were not al-
ready members. We invited only those participants who had
been using Facebook for six months or more to schedule a
time to visit our laboratory on campus. Because we wanted
this study to be realistic with regard to how Facebook users
might behave outside of the laboratory, at no time did we
instruct participants on using Facebook’s privacy settings.

When participants arrived at our laboratory, we first asked
them questions about their Facebook usage. This survey
contained questions about how often they posted various types
of content (e.g., status updates, photos, links, etc.) and the
size of their social networks. Next, participants performed
four different tasks using their real Facebook profiles. They
were instructed to role-play the following scenario:

You graduated from Brown and are now working at a
local startup called “Conglomi.” We will ask you to
perform tasks using Facebook that you might do while
you are at work. As a first step, the experimenter will
help you install a Facebook app in order to help us col-
lect data during the experiment. No personal data will
be used and the app will be removed at the end of this
study. This app will add you to the Conglomi network
on Facebook, so that you can interact with coworkers.
In addition to this, the app will also send you friend
invitations from a few of your coworkers.

Next, we gave participants a handout listing their fictitious
coworkers and indicating which Facebook networks each
coworker was a member of, as well as which of the cowork-
ers were friends with them on Facebook. The Facebook app
that participants installed was used solely for data collection
purposes. Unbeknownst to participants, their connections
were being intercepted by our proxy server so that we could
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Figure 1. The default Facebook privacy settings interface. Users can use the interface on the left to share content with all Facebook users, only
friends, friends and networks, or friends of friends (A). If users choose to “customize” their privacy settings, the interface on the right appears (B).

automatically add the coworkers and the Conglomi network
to their profiles without actually modifying any data stored
on Facebook. We also used the proxy to alter the privacy
settings interface based on our experimental conditions.

Once participants added the app, we instructed them to check
their email to confirm their friend requests. Five friend re-
quests were generated by our software and appeared to come
from Facebook, although in reality participants’ friend lists
and networks were never altered. After this, we gave partic-
ipants a set of four tasks to complete using Facebook:

1. Tag A Photo— Browse through the photos that either you
or one of your friends has uploaded to Facebook. Tag
someone in one of these photos.

2. Party Scenario— Last Friday all of your coworkers stayed
at work until midnight because of a deadline. However,
some of your friends from Brown University were throw-
ing a party at the same time. You told your coworkers that
you were feeling sick so that you could leave work early
in order to attend the party. You could be fired if anyone
at work finds out that you were at the party. One of your
friends from the party has just asked you to upload your
photos. Please do so, while being aware of your concerns.
You want to share the photos with as many friends and
other people who may have attended the party, but with
none of your coworkers.

3. Comment on A Photo— Browse through the photos that
either you or one of your friends has uploaded to Face-
book. Leave a comment on any one photo.

4. Recruitment Scenario— As a small Providence-based
business, your manager understands that its important to
recruit Brown alumni. You have recently been put in charge
of coordinating a recruiting event with other Brown alumni
who also work at Conglomi. At the last planning meet-
ing, you took several photos that you want to share with
the other planners. However, these photos should only be

shared with the other planners (i.e., Conglomi employees
who are Brown alumni). If these photos were disclosed
outside of the planning group, you could get fired.

The tagging and commenting tasks were chosen solely as a
buffer between the photo uploading tasks. In the photo up-
loading tasks, we provided participants with photos in a di-
rectory on the laboratory computer. These two tasks were in-
tentionally designed to exploit ambiguities in Facebook’s ex-
isting privacy settings interface (Figure 1). We randomized
the order in which participants performed these two tasks.

We asked participants to allow friends and classmates to
view the party photos, but to deny access to users in the Con-
glomi network, regardless of their potential Brown network
membership or friend status. We created this task to examine
participants’ reactions to an ambiguity in the Facebook pri-
vacy settings interface: Facebook defaults to allowing rather
than denying access. Specifically, when a network is not
selected for sharing, members of that network may still be
granted access due to other network memberships. For in-
stance, in Figure 1B, while the Brown and Conglomi net-
works are not selected, members of these networks who are
friends with the user will be granted access.

As written, the party scenario was impossible to complete
using Facebook’s existing interface because an entire net-
work cannot be explicitly denied access. While Facebook
allows the user to deny access to a specific list of people
(Figure 1B), the user can only name existing friends (i.e.,
a user cannot enter non-friends or entire networks in this
box). If a study participant granted access to friends plus
the entire Brown network, there would be no way of deny-
ing access to non-friends in the Brown network. Thus, we
considered it “correct” if participants only granted access to
friends, and then explicitly hid the photos from the friends
who were also affiliated with Conglomi. While these pho-
tos would be hidden from members of the Brown network
who were not friends with the participant, this would be the
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only way of guaranteeing the photos would be hidden from
all members of the Conglomi network. In order to do this,
participants had to perform the following steps:

1. Select “Customize” (Figure 1A).

2. Leave default of “Only Friends” (Figure 1B).

3. Do not select any networks (Figure 1B).

4. Name the five coworkers to hide from (Figure 1B).

In the recruitment scenario, we asked participants to grant
access to only those people in both the Brown and Conglomi
networks—the intersection. Facebook’s existing interface
may also be ambiguous to some users because while they can
select multiple networks to which access should be granted,
Facebook will parse this as users in either network—the union.
For instance, in Figure 1B, if both the Brown and Conglomi
networks are selected, users may not understand whether this
represents the union or the intersection of the networks. We
wanted to determine whether this limitation of the interface
was clear to participants. For the participants who under-
stood that the task was impossible, we were curious how
they would attempt to complete it.

The only way around this limitation is to manually specify
the name of every desired individual who should have ac-
cess. However, Facebook only allows friends to be specified
in this manner. Thus, we considered it correct if participants
granted access to only the two friends who were members
of both the Brown and Conglomi networks. This errs on
the side of denying access to Facebook users who are not at
the intersection of the Brown and Conglomi networks, but
comes at a cost of also denying access to some users who
should have access—and do not because they are not friends
with the participant. Participants needed to perform the fol-
lowing steps to accomplish this:

1. Select “Customize” (Figure 1A).

2. Change “Only Friends” to “Specific People” (Figure 1B).

3. Name the two coworkers in box that appears (Figure 1B).

4. Do not select any networks (Figure 1B).

We consider these two limitations “policy ambiguities,” since
without having prior knowledge of the system’s semantics,
the user has no way of knowing how Facebook will parse
these policies. We designed two experimental conditions to
automatically detect the latter type of ambiguity: the differ-
ence between “default allow” and “default deny” policies.
That is, when access is granted to one of two networks, did
the participant intend to explicitly deny access to members
of the second network, or should access be granted solely
based on membership in the first network? We decided not
to include logic to detect the second ambiguity, the differ-
ence between the union and intersection, because we were
concerned with overwhelming participants by asking for too
much input regarding their policy ambiguities. We included
the recruitment scenario to examine whether the automatic
detection of some ambiguities would prime participants into
manually locating additional—more relevant—ambiguities.
The study conditions were as follows:

Figure 2. The privacy warnings in the two experimental conditions.
In the Warn condition (A), participants were warned of an ambiguity
without given any guidance. In the Choose condition (B), participants
were given a choice to help them disambiguate.

Figure 3. All participants saw this prompt if they neglected to change
the privacy settings from the default of sharing with everyone. Clicking
“cancel” allowed them to return to the settings interface and specify a
custom access control policy, whereas clicking “continue” confirmed
that they wanted to share the content with everyone.

• Control— Participants used a privacy settings interface
provided by our proxy that exactly mimicked the existing
Facebook interface (Figure 1).

• Warn— Participants used the same initial interface as those
in the Control condition. However, when a policy ambigu-
ity was detected at the time that participants tried to save
their changes, a warning was displayed (Figure 2A).

• Choose— Participants used the same interface as those in
the Warn condition. However, when an ambiguity was de-
tected, participants were given options to help clarify the
ambiguity (Figure 2B). When participants chose to either
allow or deny access to the users depicted in the dialog
box: their pictures were either superimposed with red Xs
or green boxes.

Regardless of condition, we required all participants to alter
settings using the “customize” interface in Facebook (Fig-
ure 1B). Under the defaults, if a participant neglected to al-
ter the privacy settings, she would grant access to all Face-
book users—and we would not yield data on the usability of
the privacy settings interface. Thus, we created a prompt so
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that if participants attempted to share a photo album with-
out changing the default settings, they were asked if this was
their intention (Figure 3). Thus, we collected data on how
many participants would have used the defaults to grant ac-
cess to all of Facebook, as well as how they changed the
settings after being explicitly primed to do so.

In the experimental conditions, when an ambiguity was de-
tected, a warning showed a list of Facebook users who would
be affected because they were members of both a network
that was selected and a network that was unselected.2 If the
participant did nothing, these users would be granted access.
For those in the Warn condition, this warning offered par-
ticipants the option to go back and edit their settings before
saving, but did not offer any other guidance. On the other
hand, those in the Choose condition were explicitly asked
whether to allow or deny access to these specific users.

For instance, if a participant selected Brown but left Con-
glomi unselected, it may be unclear to the participant what
permissions should apply to members of both networks. That
is, by not selecting Conglomi, did the participant intend to
explicitly deny access to members of Conglomi? Or did she
intend to grant access to all members of the Brown network
regardless of their other networks?

We directed participants to an exit survey after they com-
pleted the experiment. We asked them if they had previously
modified their Facebook privacy settings, if they had previ-
ously encountered scenarios similar to those in this study,
how they overcame Facebook’s limitations in those scenar-
ios, with whom they intended to share photos during this
study, how confident they were that those people had access,
and how confident they were that no one else had access.

Analysis
We collected information about our 33 participants’ ages,
genders, education levels, and nationalities. We found no
significant differences between the randomly assigned con-
ditions with regard to demographics. Overall, our youngest
participant was 18, while our oldest was 24 (μ = 20.39,
σ = 1.54). Ten of our participants were female, and the
remaining 23 were male. Six of our participants were gradu-
ates of Brown, while 27 were students. Finally, thirty of our
participants were from the US, two were European, and one
was Indian.

In the rest of this section we present participants’ task perfor-
mance during the party scenario and the recruiting scenario.
We explain how participants coped with Facebook’s limita-
tions, how providing automatic feedback helped participants
clear up access control ambiguities, and how in certain cases,
providing feedback worked to participants’ detriment.

Party Scenario
We asked participants to modify permissions so that friends
and classmates could view the uploaded photos, so long as
these individuals were not members of the Conglomi net-
work. Before participants in the experimental conditions had

2We considered the list of “friends” to be a network.

Party Scenario Control Warn Choose
N 13 11 9
Correct at start 5 38% 3 27% 3 33%
Saw feedback 7 64% 8 89%
Correct at end 5 38% 2 18% 8 89%

Table 1. The number of participants who correctly set permissions
during the party scenario before any feedback was displayed, who saw
feedback in the experimental conditions based on ambiguity detection,
and who correctly set permissions after seeing the feedback.

the opportunity to see any feedback regarding policy ambi-
guities, we observed that a third of participants across all of
the conditions (11 of 33) correctly set the permissions. Of
the 22 who initially made errors, those errors fell into two
categories: “over-sharing” such that unintended users were
granted access (17 of 22), and “under-sharing” such that in-
tended users were denied access (5 of 22).

Without feedback, participants erred on the side of data leak-
age; seventeen participants authored policies that would have
resulted in unintentionally sharing with members of the Con-
glomi network. In all but two cases, these errors were due to
ambiguities in the interface that we predicted and detected
in our experimental conditions. Specifically, fifteen partici-
pants chose to restrict the photos to their friends and mem-
bers of the Brown network, making sure that the Conglomi
network was not selected. Unbeknownst to them, members
of the Conglomi network who were either friends or mem-
bers of the Brown network still had access. Eight of these
participants went so far as to explicitly type the names of
their Conglomi friends who should be denied access. This,
however, had no effect on the members of the Conglomi net-
work who were also members of the Brown network, but not
friends. Thus, this specific ambiguity accounted for 68% of
the errors we observed during the party scenario.

In our experimental conditions, participants were prompted
when this ambiguity was detected and they were given the
opportunity to change their settings. Using Fisher’s exact
test with the Holm-Bonferroni correction, we found that the
feedback in the Choose condition was extremely helpful dur-
ing this task (Table 1): participants used it to remove signif-
icantly more errors than those in the other conditions (p <
0.0247 vs. Control; p < 0.0055 vs. Warn). When alerted to
the presence of the ambiguity and given immediate feedback
on how it could be clarified, all five participants who would
have specified the wrong policy were able to understand and
correct their errors before the policy took effect.

The interface in the Choose condition detected ambiguities
and suggested ways of clarifying them, whereas the inter-
face in the Warn condition only detected the ambiguities and
left it up to the user to determine how to correct them. The
purpose of this was to separate the effect of the feedback
from the effect of the guidance. A total of seven partici-
pants in this condition were prompted because their poli-
cies contained predictable ambiguities. Four of these par-
ticipants chose to continue without making any changes to
their policies, whereas two others made changes that did
not correct the errors. The seventh participant initially set
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Recruitment Control Warn Choose
N 13 11 9
Correct at start 7 54% 4 36% 5 56%
Saw feedback 4 36% 2 22%
Correct at end 7 54% 5 45% 6 67%

Table 2. The number of participants who correctly set permissions dur-
ing the recruitment scenario before any feedback was displayed, who
saw feedback in the experimental conditions based on ambiguity detec-
tion, and who correctly set permissions after seeing the feedback.

the correct permissions, but after seeing the feedback about
an ambiguity—the fact that friends were selected but both
networks were unselected—he opted to erroneously select
both the Brown and Conglomi networks. Thus, providing
feedback without guidance did nothing to help six partic-
ipants and prompted one participant to introduce an error
into a previously correct policy. When comparing the per-
formance of those who viewed feedback between the two
experimental conditions, those in the Choose condition in-
troduced significantly fewer errors than those in the Warn
condition (p < 0.002 for Fisher’s exact test).

Recruitment Scenario
In the recruitment scenario, we asked participants to alter
permissions such that only members of both the Brown and
Conglomi networks—the intersection—could view the pho-
tos. As explained in the Methodology Section, this task was
impossible to complete using Facebook’s existing interface
because a user cannot specify the intersection of two net-
works, only the union. In the party scenario, when partic-
ipants in the experimental conditions selected one network
but not the other, they were prompted about users in both
networks. In the recruitment scenario, this feedback was less
helpful because it did not necessarily help them accomplish
the task; they needed to grant access to only these users.

Before participants in the experimental conditions saw any
feedback, we found that a total of sixteen participants across
all three conditions (48% of 33) specified the correct permis-
sions (Table 2). Of the seventeen incorrect policies, two of
them were due to under-sharing (12% of 17), while the re-
maining fifteen were due to over-sharing (88% of 17). We
observed that this data leakage tendency was likely attributable
to the ambiguous interface: ten of the total errors (59% of
17) were due to participants selecting both the Brown and
Conglomi networks. Indeed, we predicted that participants
might be confused as to whether the system would interpret
multiple selected networks as the intersection instead of the
union.

We discovered that the presence of feedback in the experi-
mental conditions did little to help participants correct their
policies: one participant in each of the two conditions used
the feedback to correctly remove policy errors. In this sce-
nario, because the ambiguity detection focused on overlap-
ping networks, feedback was only displayed when partici-
pants were on the verge of specifying an incorrect policy;
participants who correctly specified individual friends, or in-
correctly specified all of their networks, never saw feedback.
Thus, for the six participants who saw the feedback, four in

the Warn condition and two in the Choose condition, it could
only help them. Of course, this was not a statistically signif-
icant improvement over the Control condition.

Lessons
We found that without relevant feedback, participants would
have introduced errors into their privacy policies a majority
of the time. When participants introduced errors, these er-
rors were more likely to result in sharing with unintended
parties (data leakage) rather than denying access to autho-
rized users. Our data show that when ambiguities were de-
tected and relevant guidance was offered (e.g., the Choose
condition), users took the time to edit their privacy settings.
However, when relevant actionable guidance could not be
offered (e.g., the Warn condition), users were just as likely
to transform a correct-ambiguous policy into an incorrect-
unambiguous policy. This leads us to conclude that provid-
ing post hoc information about potential policy ambiguities
is only likely to be effective when concrete guidance can be
offered.

After the experiment, we asked participants how Facebook’s
privacy settings could be improved. Twenty participants (61%
of 33) said something about wanting more fine-grained con-
trols; examples included:

• Not enough options
• There should be options for specific intersections and unions

of groups
• It was not specific enough to keep certain people from

having access to pictures and info
• Ability to restrict access to individuals with multiple char-

acteristics

The second most common complaint regarding Facebook’s
privacy settings interface was that it was overly complicated
and offered too many options (24% of 33):

• It’s a little confusing
• It is sometimes unclear exactly who has access
• It’s not great not to know for sure if there are other hidden

options that I might have missed
• Looking at who to share the photos was confusing

In short, users wanted more control with fewer options. These
complaints hint at a much larger problem: the interface that
Facebook provides for modifying privacy settings is simply
inappropriate for all but the most basic privacy settings.

VENN DIAGRAMS
In our second experiment, we designed a new interface for
specifying access control settings in Facebook. We created
this interface as an attempt to completely eliminate the two
types of ambiguities we discussed earlier. We reasoned that
the act of specifying an access control policy on Facebook
is a matter of indicating how the intersections of a user’s
networks should be granted access. We based our design on
a visual metaphor with which study participants would likely
be familiar: Venn diagrams. In this section we describe our
usability study of this new privacy settings interface.
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Figure 4. Venn diagram permissions interface for Facebook.

Methodology
In our second experiment, we examined whether a Venn di-
agram may help users to better visualize effective permis-
sions for overlapping networks (Figure 4). Each network—
friends, Brown, and Conglomi—was depicted as a set. For
each subset, participants could select “allow” or “deny” from
a drop-down box, which caused the selected subset and all
the nested subsets to change permissions. The color of each
subset also changed to reflect the effective permissions: red
for deny, green for allow.

We conducted a usability study to evaluate this interface from
June 2-15, 2010. We followed the methodology and recruit-
ing procedures from the first experiment, with two notable
changes. First, we created two between-group conditions:

• Control— Participants used a privacy settings interface
identical to the current Facebook interface (Figure 1).

• Venn— Participants used the Venn diagram interface to
“customize” settings (i.e., Figure 4 replaced Figure 1B).

Second, we used the following four tasks:

1. Reunion Scenario— Last week you returned from a re-
union event at Brown. You had a great time seeing a lot of
old friends and took lots of pictures. You decide to upload
some of these photos to Facebook in order to share them
with your friends and other people affiliated with Brown.

2. Recruitment Scenario— As a small Providence-based
business, your manager understands that its important to
recruit Brown alumni. You have recently been put in charge

of coordinating a recruiting event with other Brown alumni
who also work at Conglomi. At the last planning meet-
ing, you took several photos that you want to share with
the other planners. However, these photos should only be
shared with the other planners (i.e., Conglomi employees
who are Brown alumni). If these photos were disclosed
outside of the planning group, you could get fired.

3. Work Scenario— You just got a new office at work and
are anxious to post pictures of it to show all your cowork-
ers. You decide to upload some of these photos to Face-
book in order to share them with people affiliated with
Conglomi.

4. Party Scenario— Last Friday all of your coworkers stayed
at work until midnight because of a deadline. However,
some of your friends from Brown were throwing a party
at the same time. You told your coworkers that you were
feeling sick so that you could leave work early in order
to attend the party. You could be fired if anyone at work
finds out that you were at the party. One of your friends
from the party has just asked you to upload your photos.
Please do so, while being aware of your concerns. You
want to share the photos with as many friends and other
people who may have attended the party, but with none of
your coworkers.

The recruitment and party scenarios were identical to the
ones in the first experiment. We designed the reunion and
work scenarios in order to easily be completed using Face-
book’s existing interface and to not mention consequences
for incorrect permissions. We did this in order to confirm
that our new Venn diagram interface was at least as effective
as the existing Facebook interface. The order in which par-
ticipants performed the tasks was pseudo-randomized using
the Latin squares method. After performing these tasks, par-
ticipants completed an exit survey identical to the one used
in the first experiment.

Analysis
We found no significant differences between the randomly
assigned conditions with regard to demographics. Overall,
our youngest participant was 18, while our oldest was 42
(μ = 20.42, σ = 3.74). Our 40 participants were evenly
split in terms of gender. Seven of our participants were grad-
uates of Brown, while the remaining 33 were students. Fi-
nally, 80% of our participants were from the US, 10% were
from Asia, and the rest were scattered.

We found that when using our Venn diagram interface, par-
ticipants made equal or fewer errors in all four scenarios.
In this section we first present our results for the more trivial
tasks—the reunion and work scenarios—and then we present
our results for the tasks that required more complex settings—
the recruitment and party scenarios.

Trivial Tasks
In the reunion scenario, we asked participants to grant ac-
cess to “friends and other people affiliated with Brown.” We
intended them to allow access only for people who were ei-
ther friends or members of the Brown network. However,
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Control Venn
Reunion 9 45% 9 45%
Work 4 20% 14 70%
Party 8 40% 18 90%
Recruitment 10 50% 12 60%

Table 3. The number of participants who correctly set permissions
during the four scenarios in the experiment. Significantly more par-
ticipants in the Venn condition set the correct permissions for the work
and party scenarios.

during the experiment we realized that this wording could
also be interpreted to mean “friends from Brown as well as
others from Brown.” Thus, we also considered it correct if
participants granted access to only the Brown network. To
correctly perform this task using the existing Facebook in-
terface, participants needed to do the following steps:

1. Select “Customize” (Figure 1A).

2. Select the Brown network (Figure 1B).

We found that only nine participants in each condition (45%
of 20) correctly set permissions during the reunion scenario
(Table 3). In the Control condition, five people erred by
over-sharing—granting access to unintended people—while
six people denied access to the Brown network, limiting ac-
cess to friends. In the Venn condition, six participants over-
shared the photos, while the remaining five erroneously de-
nied access to intended recipients. Of the 22 people across
both conditions who set incorrect permissions, 18 of them
did so because they chose a preset option (e.g., “friends,”
“everyone,” etc.) rather than launching the custom settings
interface. Overall, we were surprised that a minority of par-
ticipants in each condition set the correct permissions. This
may have been due to participants not paying attention to
the specific task; the lack of stated consequences may have
caused some to over-share, while those who under-shared
may be habituated to only sharing content with friends.

In the work scenario, we asked participants to simply share
content with the entire Conglomi network. To correctly per-
form this task using the existing Facebook interface, partici-
pants needed to perform the following steps:

1. Select “Customize” (Figure 1A).

2. Change “Only Friends” to “Only Me” (Figure 1B).

3. Select the Conglomi network (Figure 1B).

Participants in the Venn condition were significantly more
likely to perform this task correctly than those in the Con-
trol condition (p < 0.0036 for Fisher’s exact test). Only six
participants in the Venn condition made mistakes, whereas
fourteen participants in the Control condition produced er-
roneous policies. The errors in the Control condition were
the direct result of the interface’s default settings: ten par-
ticipants over-shared by neglecting to change the default in
Step 2 from “Only Friends” to “Only Me.” This had the
effect of sharing the photos with the union of the Conglomi
and friend networks, rather than only the Conglomi network.
Participants in the Venn condition did not make this mistake
because the interface defaulted to denying everyone access.

Complex Tasks
In our first experiment, we examined two impossible scenar-
ios: denying access to an entire network and specifying the
intersection of two networks. We designed the interface in
the Venn condition directly around these limitations, so that
users could visualize exactly which subsets of their friends
and networks would be granted or denied access.

In the party scenario, we asked participants to grant access to
friends and members of the Brown network, while denying
access to anyone affiliated with Conglomi. As written, this
task was impossible for participants in the Control condition.
Instead, these participants could grant access to friends and
then deny access to coworker-friends using the steps outlined
in the methodology for the first experiment.

We found that participants in the Venn condition made sig-
nificantly fewer errors than those in the Control condition
(p < 0.002 for Fisher’s exact test); twelve participants made
errors in the Control condition compared to only two in the
Venn condition. Only one of these erroneous policies re-
sulted in under-sharing—the participant opted to share with
no one. No participants in the Control condition explicitly
granted access to the Conglomi network, though members
of this network were inadvertently granted access through
their memberships in the Brown network. This over-sharing
was the most common mistake in the Control condition, and
accounted for 83% of the errors.

Of the two participants who made errors in the Venn condi-
tion, one never saw the custom interface because he shared
with “Only Friends” (Figure 1A). The second participant
mentioned that some of her “work friends are in Brown” and
so she denied access to the entire Brown network, rather than
just the intersection with the Conglomi network.

In the recruitment scenario, we asked participants to grant
access to the intersection of the Conglomi and Brown net-
works. Like the first experiment, this task was impossible
using Facebook’s existing interface. Instead, users in the
Control condition were able to complete this task by man-
ually granting access to people at the intersection of their
three networks: friends, Brown, and Conglomi.

Once participants in the Venn condition viewed the custom
interface, they could correctly set permissions with a single
mouse click. Despite this, we were surprised to find no sig-
nificant differences between the two conditions. Eight peo-
ple made mistakes in the Venn condition, whereas ten people
made mistakes in the Control condition. The mistakes in the
Venn condition stemmed from five participants over-sharing
by simply allowing the entire Conglomi network (63% of
8), and three other participants under-sharing by denying ac-
cess to the intersection of the three networks (37% of 8). In
the Control condition, 90% of the errors were due to over-
sharing. A third of these were from participants selecting
both the Brown and Conglomi networks, believing that this
would represent the intersection and not the union. We re-
peatedly observed participants making this same mistake in
the first experiment due to the ambiguous interface.
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DISCUSSION
We examined two techniques to help users minimize access
control errors on Facebook. In our first experiment, we ob-
served that providing users with feedback about potential
policy ambiguities was only effective when specific guid-
ance could be offered. Without guidance, users were signifi-
cantly less likely to prevent errors, and in some cases, intro-
duced errors where none previously existed. In our second
experiment, we introduced a Venn diagram interface to help
users see how their networks overlapped. Overall, users of
this interface introduced 55% of the errors that those using
the existing Facebook interface introduced. In this section
we present data on participants’ privacy behaviors outside
of this study, as well as limitations and future work.

Privacy Behaviors
During the six tasks spanning the two experiments, we found
that participants were more than 3.5x as likely to over-share
than to under-share when they created access control policy
errors. In order to gauge how pervasive this problem is out-
side of the laboratory, we asked all 73 participants in both
experiments several questions about their regular Facebook
usage and privacy settings.

All of our participants had used Facebook for over a year,
and 90% of them had used it for more than two years. In
order to examine the potential for information leakage, par-
ticipants showed us their profiles so that we could exam-
ine the number of photos in which participants were tagged
(μ = 526.32, σ = 353.11), networks they had joined (μ =
1.77, σ = 0.51), and applications that they had installed
(μ = 50.17, σ = 90.77).3

We asked participants how and why they modified their pri-
vacy settings and found that twenty of them (27% of 73)
specifically mentioned changing their settings in response to
media reports of Facebook changing the defaults. These re-
sults are similar to findings by boyd and Hargittai [2]:

• Infrequently, usually only when my friends inform me that
Facebook has altered the default privacy settings

• When Facebook is updated I double check that it is still
set on only friends

• Every time I hear a privacy change has been made

Despite the high potential for data leakage and perceptions
of constantly changing privacy settings, six participants stated
that they had never modified their privacy settings prior to
this study (8% of 73). Twenty-eight participants (38% of
73) mentioned that they simply restricted their profiles to
friends. The remaining 46 participants used other strategies
to keep their information private, several mentioned going
out of their way to block coworkers or family members:

• Everyone could see everything except my dad
• I blocked my employer from viewing pictures of me
• Blocked students I work with from viewing my photos
• Limited profile for adults/relatives who had friended me

3We did not collect data on applications during the first experiment.

Limitations and Future Work
Detecting ambiguities and providing users with guidance on
how to prevent semantic errors was effective in certain cases,
though it can be counterproductive when specific guidance
cannot be offered or it is not helpful. In response to these
findings, we designed and tested a new interface that allowed
users to visualize how privacy settings applied to their over-
lapping networks. When we asked participants in our sec-
ond experiment to rate the interface they used on a 5-point
Likert scale, they rated the Venn diagram interface signifi-
cantly higher than the control, both overall (t38 = 3.08, p <
0.004), and in terms of ease of use (t38 = 3.10, p < 0.004).
One might be concerned that the ease of use imparted by the
Venn diagram solution may only apply to computer science
majors. However, 92% of our participants were from outside
the computer science department. At the same time, further
study is needed to determine if Venn diagrams are intuitive
to Facebook users without a college education.

A Venn diagram interface is also only usable if participants
have three or fewer overlapping sets (i.e., two networks plus
a list of friends). Of the 73 participants across both exper-
iments, we observed that 20 (27%) belonged to only one
Facebook network, 50 belonged to two networks (69%), and
three belonged to three networks (4%). Taking the 95% Con-
fidence Interval (CI), this implies our solution is usable by at
least 88% of our target demographic. Gross and Acquisti
analyzed data from a 2008 Facebook dump of the entire
Carnegie Mellon network (following their 2005 study [9]).4

Of the 6,404 viewable profiles, 5,591 were members of two
or fewer networks. This indicates a 95% CI of over 86%.

We chose to not directly compare the techniques in the two
experiments because the experimental procedures differed.
Further study is needed on the effectiveness of a privacy set-
tings interface that offers both a Venn diagram visualization
and post hoc guidance. Finally, the ambiguities that we ex-
amined were far from a complete list of the shortcomings in
Facebook’s privacy settings interface. We also believe that
the lack of realism and consequences in our study tasks im-
pacted the effort participants exerted in setting the correct
permissions (likely indicating an upper bound for the error
rate). A longitudinal study is needed to determine how par-
ticipants cope with complex privacy scenarios in real life,
how those situations can be automatically detected, and what
types of feedback are most effective at minimizing errors.
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