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Preface

This electronic textbook is different from other conventional introduc-
tory textbooks on partial differential equations (PDEs) in that it has
dozens of animations embedded throughout! Almost every problem
analyzed in the textbook is accompanied with a movie-like anima-
tion that shows how the calculated solution evolves in time. That’s
very different from the traditional printed textbooks where the time-
dependence of the solutions are left to the reader’s imagination. Our
hope is that this will help liven up the matter and lead to a deeper
understanding and appreciation of the subject.

Adding animations has enabled us to add topics that are rarely if
ever covered in conventional textbooks, such as advection of oil drops
suspended in water flowing through a pipe with variable cross-section
(Chapter 2), or reflection of waves in a piecewise homogeneous taut
string, or interaction of waves with a point mass attached to that string
(Chapter 6). These would be difficult to motivate without accompany-
ing animations.

Another difference from the approach in prevailing textbooks is the
early introduction of the Sturm–Liouville theory, which then enables
us to solve a host of interesting problems with varying types of bound-
ary conditions in the form of eigenfunction expansions.





How to play the animations

Animations are an integral part of this textbook. Some essential ideas
will be lost or remain obscure if you don’t have the ability to view the
animations.

You may read the PDF file of this textbook in any PDF reader
software—there are dozens of them—but the embedded animations
come to life only when viewed by the Adobe Acrobat PDF reader which
is available for free for most popular operating systems such as Linux,
Apple’s Mac, and Micorsoft’s Windows.

Here is a sample animation to test your setup:

All animation come with control buttons as you see above. If your
PDF viewer works as intended, then clicking the button with your
mouse should activate the animation and you should see the “blip”
move across the picture.

You may interact with the animation in various ways. You may
play, stop, single-step through the frames, reverse the direction of the
playback, or change the playback speed. Normally you will begin
playing the animation by clicking the “play fwd” or “play bwd”
buttons; see Figure 1. When you do that, that button pair is replaced
with a large “pause” button, as in the bottom diagram in Figure 1.

The animation will continue playing in an ever-repeating loop until
you either click the “pause” button, or another button that interrupts
the animation. The animation stops automatically when you leave the page.
If you return to the animation’s page, you may restart the animation
as you did before.
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to first frame

step bwd

play bwd play fwd

step fwd

to last frame

slower

reset speed

faster

pause

Figure 1: At the top: Animation con-
trol buttons when the animation is
paused. At the bottom: Animation con-
trol buttons while the animation is play-
ing. Note how the “play fwd” and
“play bwd” are replaced with a large
“pause” button.

If you prefer, you may interact with the animation through the
mouse buttons and the keyboard, like this:

• While the animation is playing, pressing the mouse button over it
pauses the animation and releasing it resumes the playback.

• Holding down the shift-key while pressing the mouse, reverses the
playback direction.

• Keeping the mouse button pressed while moving the mouse pointer
off the animation, stops the playback.



1
First Order PDEs

Our aim in this chapter is to solve the initial value problem

ut + c(x, t, u)ux = f (x, t, u) − ∞ < x < ∞, t > 0, (1.1a)

u(x, 0) = u0(x). − ∞ < x < ∞. (1.1b)

for the unknown u = u(x, t), where the functions c, f , and the initial
condition u0, are given. x

t

Figure 1.1: The initial condition (1.1b)
prescribes the value of u along the x axis,
that is, at t = 0. The PDE (1.1a) extrapo-
lates that data into the half-space t > 0.

The domain of the function u is the upper-half of the xt plane in
Cartesian coordinate system, partially tinted in Figure 1.1. The initial
condition (1.1b) specifies the value of u at the bottom edge of that
domain. It is the job of the PDE (1.1a) to extrapolate from that data
into the upper-half plane and determine the values of u everywhere
there. We will learn how that is done in Section 1.2.

Equation (1.1a) is called a quasilinear partial differential equation in
recognition of the fact that although it is nonlinear, the derivatives ut

and ux appear linearly in it. If the coefficient c does not depend on the
unknown u, then the equation is said to be semilinear:

ut + c(x, t)ux = f (x, t, u).

If, in addition, f is linear in u, as in

ut + c(x, t)ux = f1(x, t)u + f2(x, t),

then the equation is said to be linear. We will develop a procedure for
solving the quasilinear initial value problem (1.1). That procedure will
naturally apply to linear and semilinear equations as well since the
latter are special cases of the full quasilinear case.

Toward that end, we introduce the idea of a space-time diagram which
is an extremely useful mathematical construct that helps us gain in-
sight into processes that evolve in time. Then we proceed with the
analysis of the PDE.
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1.1 The space-time diagram

The gray strip at the bottom of the animated Figure 1.2 is meant to
represent a one-lane highway. Four vehicles, marked A, B, C, D, move
along it at various velocities. Vehicle A moves to the left with velocity
−1. Vehicle B is stopped; it does not move at all. Vehicles C and D
move to the right with velocities 1/2 and 2.

Figure 1.2: The gray strip is a one-lane
highway. The vehicles marked A, B, C,
D, move along it at various velocities.
The space-time diagram at the top (the
(x, t) plane) conveys quite well the qual-
ity and quantity of motion even in the
absence of animation.

Without an animation facility, it would be difficult, if not impos-
sible, to convey the motion in a static one-dimensional drawing. The
two-dimensional drawing in the xt plane, called the space-time diagram,
however, can convey the motion quite readily. At any time t, a vehicle’s
position corresponds to a point in the space-time diagram. Over time,
that point traces out a curve on the diagram, called the vehicle’s path
in space-time. Since our four vehicles are moving at constant velocities,
their paths in space-time are straight lines. The paths would be curved
if the velocities were other than constants.

Vehicle B is not moving, and therefore its path in space-time is a
vertical line (constant x). Vehicle D is moving faster that vehicle C,
therefore its path is inclined more toward the x axis as compared to
that of C. In fact, the velocity is dx/dt, and therefore the slope of the
path in space-time relative to the time axis equals the velocity.

1.2 Solving a first order quasilinear PDE

We now turn to the question of solving the initial value problem (1.1).
Imagine, for the moment, that the solution u(x, t) has been obtained
somehow. Also imagine an as yet arbitrary path x = x(t) in the space-
time. Then u(x(t), t), the value of the the solution along that path, is a
function of the single variable t. We apply the chain rule of differenti-
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ation to determine the rate of change of that value

d
dt

u(x(t), t) = ux
(

x(t), t
) d

dt
x(t) + ut

(
x(t), t

)
. (1.2)

Comparing this with (1.1a), we observe that if x(t) is chosen so that
dx
dt = c(x, t, u), then (1.2) reduces to du

dt = f (x, t, u). Let’s write those
two equations here together for convenient reference:

dx
dt

= c(x, t, u), (1.3a)

du
dt

= f (x, t, u). (1.3b)

This is a system of two first order (and generally nonlinear) coupled
ODEs in the two unknowns x(t) and u(t). 1 1 Note the slight abuse of notation here.

In (1.1a), u(x, t) is a function of two in-
dependent variables x and t. In (1.3),
u(t) is a function of the single variable t
obtained by evaluating u(x, t) along the
path x = x(t). If you are uncomfort-
able with such sloppy mathematics (in-
deed, you should be!), then see the rigor-
ous treatment of the equivalent idea this
chapter’s appendix (Section 1.4).

Let’s say the path x = x(t) starts out at x = h at t = 0, that is,
x(0) = h. Then from the initial condition (1.1b) and u(t) = u

(
x(t), t

)

we see that u(0) = u
(

x(0), 0
)
= u(h, 0) = u0(h). These supply the

initial conditions
x(0) = h, u(0) = u0(h) (1.3c)

to go along with the ODEs (1.3a) and (1.3b). Let

x = X(t, h), u = U(t, h). (1.4)

be the solution of the initial value problem (1.3a)–(1.3c). We eliminate h
between the two equations (1.4)—typically by solving the first equation
for h and inserting that h into the second equation, although that’s not
the only way—and thus arrive at an equation involving x, t, and u. We
solve that to obtain u as a function of x and t, that is u(x, t), which is
the solution of the initial value problem (1.1).

Definition 1.1. The path x = x(t) in space-time determined by the
solution x = X(t, h) of the initial value problem (1.3a)–(1.3c) is called
a characteristic curve or simply a characteristic of the PDE (1.1a).

There is a continuum of characteristic curves, one per choice of the
parameter h. Figure 1.3 shows the characteristic curve x = x(t) that
starts at x = h, and the curve u(t) = u

(
x(t), t

)
that it traces on the

solution surface z = u(x, t).

u(x, t)

x

t

x = h

u = u0(h)

x = x(t)

characteristic

u = u(t)

Figure 1.3: The surface is the graph of
z = u(x, t) of the solution of the initial
value problem (1.1). The characteristic
curve that starts out at x = h is drawn in
red. The curve u(t) = u

(
x(t), t

)
that it

traces on the surface is drawn in blue.

Remark 1.1. Equation (1.3a) says that the characteristic curves propa-
gate with velocity c(x, t, u). Equation (1.3b) says that the rate of change
of u along a characteristic curve is f (x, t, u). In the special case when
f = 0, the value of the solution u remains constant along characteris-
tics. That special case arises quite often in applications.

Remark 1.2. There are two major hurdles in implementing the solution
method outlined in this section. First, the system of differential equa-
tions (1.3) may be difficult or impossible to solve analytically. Second,
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eliminating h between the two algebraic equations (1.4) may not be
possible analytically. If all else fails, one may have to resort to numer-
ical calculations to find an approximate solution to the PDE.

1.3 Examples

In the following subsections we present a variety of concrete cases of
the initial value problem (1.1) and find their solutions. As pointed out
earlier, not all such PDEs admit simple analytical solutions. Don’t get
a false impression—the ones treated in the following subsections have
been hand-picked specifically for being solvable symbolically.

1.3.1 A very simple linear equation

Let us apply the Section 1.2’s ideas to solve the linear initial value
problem

ut + cux = 0, (1.5a)

u(x, 0) = u0(x), (1.5b)

where c is a constant. The initial value problem (1.3)–(1.3c) reduces to

dx
dt

= c,
du
dt

= 0, x(0) = h, u(0) = u0(h),

which immediately yields

x = ct + h, u = u0(h).

Following the procedure outlined in Section 1.2, we solve the first
equation for h and obtain h = x − ct. Then we substitute that into
the second equation and arrive at u = u0(x − ct), which is better writ-
ten as

u(x, t) = u0(x − ct). (1.6)

This is the solution of the initial value problem (1.5). We observe that
at any time t the solution is obtained by translating the initial data
u0(x) by ct along the x axis, and that may be viewed as a wave that
travels at velocity c. 2 The animation in Figure 1.5 demonstrates this 2 The wave travels in the increasing di-

rection of the x axis when c > 0, and in
the opposite direction when c < 0.

with c = 1 and

u0(x) =





cos2
(

1
2 πx

)
if |x| < 1,

0 otherwise
(1.7)

x

t

h

x = ct + h

Figure 1.4: The characteristics of the
PDE (1.5a) are the family of parallel lines
x = ct + h. The solution u is constant
along each characteristic line. Along the
highlighted characteristic, drawn in red,
that constant is u0(h).

The characteristic curves in this simple case are the family of the
parallel lines x = ct + h corresponding to velocity c in space-time,
as seen in the adjacent diagram. Since the right-hand side of the
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PDE (1.5a) is zero, the solution u remains constant along each char-
acteristic. The value of that constant is determined by the value of the
initial condition u0 at the point where the characteristic line intersects
the x axis. One thinks of the characteristic lines as conduits through
which the initial condition propagates in space-time.

Figure 1.5: This animation illustrates the
solution of the initial value problem (1.5)
with c = 1 and u0 as in (1.7). The
solution holds for −∞ < x < ∞ and
0 < t < ∞, although the animation win-
dow encompasses only −1 < x < 10 and
0 < t < 11.

1.3.2 A linear equation with variable coefficients

Let’s solve the initial value problem

(1 + t)ut + xtux = u, (1.8a)

u(x, 0) = 1 − x. (1.8b)

We divide the PDE through by 1 + t in order to put it in the standard
form (1.1a), and identify the equation’s parts as c(x, t, u) = xt/(1 +

t), f (x, t, u) = u/(1 + t). The initial value problem consisting of the
equations (1.3a)–(1.3c) takes the form

dx
dt

=
xt

1 + t
, du

dt
=

u
1 + t

, x(0) = h, u(0) = 1 − h,

whose solution is3 3 These ordinary differential equations
may be solved through separation
of variables or the integrating factor
method.x =

het

1 + t
, u = (1 − h)(1 + t).

Solving the first equation for h, we get h = xe−t(1 + t). Substituting
this into the second equation we arrive at

u(x, t) = (1 + t)
[
1 − xe−t(1 + t)

]
.

Figure 1.6 shows an animation of this solution.

Figure 1.6: The solution of the initial
value problem (1.8).

1.3.3 A semilinear equation

Here we solve the initial value problem

ut + xtux = −u2,

u(x, 0) = x.
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This corresponds to c(x, t, u) = xt and f (x, t, u) = −u2. The initial
value problem(1.3) takes the form

dx
dt

= xt,
du
dt

= −u2, x(0) = h, u(0) = h,

whose solution is4 4 These ordinary differential equations
are easily solved through separation of
variables.x = het2/2, u =

1
t + 1/h

.

Solving the first equation for h, we get h = xe−t2/2. Substituting this
into the second equation and simplifying, we arrive at

u(x, t) =
x

xt + et2/2
.

1.3.4 A quasilinear equation

Let’s look at

ut + uux = 0,

u(x, 0) = x.

This corresponds to c(x, t, u) = u, f (x, t, u) = 0. The initial value
problem(1.3) takes the form

dx
dt

= u,
du
dt

= 0, x(0) = h, u(0) = h,

whose solution is
x = (1 + t) h, u = h.

From the first equation for we have h = x/(1 + t). Substituting this
into the second equation, we arrive at

u(x, t) =
x

t + 1
.

1.4 Appendix: A rigorous version of Section 1.2’s presentation

Although the procedure presented in Section (1.2) leads to the cor-
rect result, its intermediate steps do not stand scrutiny. For one thing,
the distinction between u(x(t), t) and u(t) is smeared; compare equa-
tion (1.2) and (1.3b). For another thing, equation (1.3a) treats x as a
function of t, while the goal is to solve the initial value problem (1.1)
where x and t are independent variables.

The sloppiness of that presentation may be removed at the expense
of a somewhat cumbersome notation. We present the rigorous ap-
proach here which will serve to convince skeptics of the correctness
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of the approach. In practice, however, it is customary to follow Sec-
tion 1.2’s approach due to its notational simplicity.

Thus, we return to the initial value problem (1.1) and imagine an ob-
server who moves along the x axis according to x = ϕ(t). We will spec-
ify ϕ later, but note that ϕ, whatever it is, determines the observer’s
path in the space-time. The observer’s velocity is ϕ′(t). The observer
wishes to control ϕ′ so that it agrees with c(x, t, u) along the path, that
is

ϕ′(t) = c
(

ϕ(t), t, u
(
ϕ(t), t

))
. (1.9)

This cannot be done right away since u is not known ahead of the time,
but we will soon find a way around that. Let’s write

ψ(t) = u
(
ϕ(t), t

)
(1.10)

for the value of u that the observer would see at any time t. We apply
the chain rule of differentiation to calculate

ψ′(t) = ux
(
ϕ(t), t

)
ϕ′(t) + ut

(
ϕ(t), t

)

= ux
(
ϕ(t), t

)
c
(

ϕ(t), t, u
(
ϕ(t), t

))
+ ut

(
ϕ(t), t

)

by (1.1a)
= f

(
ϕ(t), t, u

(
ϕ(t), t

))
. (1.11)

In view of the notation (1.10), we replace u
(
ϕ(t), t

)
by ψ(t) in the equa-

tions (1.9) and (1.11), and arrive at a pair of coupled ODEs in ϕ and ψ:

ϕ′(t) = c
(
ϕ(t), t, ψ(t)

)
, (1.12a)

ψ′(t) = f
(
ϕ(t), t, ψ(t)

)
. (1.12b)

Let’s say the observer starts at x = h at t = 0, that is, ϕ(0) = h.
Then from the initial condition (1.1b) and the definition (1.10) we see
that ψ(0) = u

(
ϕ(0), 0

)
= u(h, 0) = u0(h). These supply the initial

conditions
ϕ(0) = h, ψ(0) = u0(h) (1.12c)

to go along with the system of ODEs (1.12a) and (1.12b). Let’s write

ϕ(t) = Φ(t, h), ψ(t) = Ψ(t, h) (1.13)

for the solution of the initial value problem (1.12a)–(1.12c). We elim-
inate h between these two in whichever way is expedient. For in-
stance, we may isolate h in the first equation5 in (1.13) and obtain 5 Depending on the situation, it may be

easier to begin with isolating h in the sec-
ond equation.

h = H(x, t). Substituting this in the second equation of (1.13) we get
ψ(t) = Ψ

(
t, H(x, t)

)
. This determines the value of ψ at any point (x, t)

in space-time, which, according to (1.10), is the value of u at (x, t):

u(x, t) = Ψ
(
t, H(x, t)

)
.
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In summary, the solution to the initial value problem (1.1) (a PDE) is
obtained through solving the initial value problem (1.12a)–(1.12c) (a
system of ODEs). The curves x = ϕ(t) in space-time are the char-
acteristic curves, or simply the characteristics of the PDE. The PDE is
transformed to a system of ODEs along the characteristics.

1.5 Exercises

1.1. (a) Solve the initial value problem ut + 2ux = 0, u(x, 0) = u0(x),
and (b) Sketch representative samples of the characteristic curves.

1.2. (a) Solve the initial value problem ut + xux = 0, u(x, 0) = u0(x),
and (b) Sketch representative samples of the characteristic curves.

In each of the exercises 1.3 through 1.12, solve the given PDE for the
unknown u(x, t) subject an arbitrary initial condition u(x, 0) = u0(x).

1.3. ut + 2ux = −u

1.4. ut + xux = 1

1.5. ut + xux = −2u

1.6. ut + 2xtux = 0

1.7. ut + 2xtux = −u

1.8. ut + 2tux = 2t

1.9. ut − 6t2ux = −tu

1.10. ut − 12t2ux = −xu

1.11. ut + tux = x

1.12. ut + (x − t)ux = x

1.13. Solve the initial value problem

(t + u)ux − uut = 0,

u(x, 0) =
1

1 + x
.



2
Flux and density in one dimension

2.1 Conservation of mass

If you stand downwind of a smokestack, you will be exposed to the
smoke that passes by you carried by the wind. The intensity of the
smoke may vary in time, depending on the fluctuations of the amount
that is spewed by the smokestack and the velocity and direction of the
wind. The intensity would generally vary by your location as well.
We begin by introducing some basic concepts that will help us make a
quantitative model of the situation.

For simplicity, we adopt a “one-dimensional view” in the sense that
we assume that the wind and smoke blow along a certain fixed direc-
tion in space, and that a single coordinate axis in that direction—the x
axis—suffices for quantifying the interesting aspects of our observa-
tions.1 We write v(x, t) for the wind velocity at the location x at time t. 1 It is possible to formulate a true three-

dimensional description of the flow, but
that will take us beyond the objectives
of this chapter, and indeed that of this
book.

We write ρ(x, t) for the smoke’s density, that is, it the mass of the
smoke per unit volume, at x and t. We also introduce the flux ϕ(x, t)
which indicates the mass of smoke passing per unit time through a
unit area perpendicular to the x axis at time t.

As you may surmise, the quantities v, ρ, and ϕ are intricately con-
nected. We are going to investigate their interdependence.

Consider two arbitrarily picked observation stations x = a and x =

b along the x axis and an imaginary cylindrical tube of cross-sectional
area A that extends from x = a to x = b, as in Figure 2.1.

xa b

Figure 2.1: The one-dimensional flow
along the x axis goes through an (imag-
inary) tube. The flow enters and leaves
the tube’s flat ends at x = a and x = b,
but nothing crosses the tube’s curved
surface. Bear in mind that this is not
an actual physical tube; it is a mathe-
matical construct that exists only in your
head/imagination. Such a hypotheti-
cal region immersed within a flow, and
whose size and shape may be adjusted
as needed, is called a control volume in
the fluid mechanics literature.

At any time t, the total mass of smoke within the tube is
∫ b

a
ρ(x, t)A dx.

as A dx is the volume of a slice of thickness dx of the cylinder. The
change of that mass content between times t1 and t2 is

∫ b

a
ρ(x, t2)A dx −

∫ b

a
ρ(x, t1)A dx.

That change is due to smoke flowing in and out of the sections at a and
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b.2 According to the definition of flux, smoke enters the cross-section 2 Due to our “one-dimensional” assump-
tion, no smoke crosses the cylinder’s
curved boundary.

at x = a at the rate of ϕ(a, t)A per unit time, and leaves the cross
section at x = b at the rate of ϕ(b, t)A per unit time. Therefore during
the time period t1 < t < t2, the net gain of smoke through crossing the
tube’s boundaries is

∫ t2

t1

ϕ(a, t)A dt −
∫ t2

t1

ϕ(b, t)A dt.

We conclude that
∫ b

a
ρ(x, t2)A dx −

∫ b

a
ρ(x, t1)A dx =

∫ t2

t1

ϕ(a, t)A dt −
∫ t2

t1

ϕ(b, t)A dt.

We divide through by the common factor A and rearrange the terms
into

∫ b

a

[
ρ(x, t2)− ρ(x, t1)

]
dx +

∫ t2

t1

[
ϕ(b, t)− ϕ(a, t)

]
dt = 0. (2.1)

What we have obtained is the equation of conservation of mass. It
asserts that the change in the smoke contents of the tube is exactly
accounted for by what enters and leaves its ends. This is a fundamental
observation which has significant repercussions in a broad range of
applications in physics, engineering, and applied mathematics. The
equation holds for any choices of a, b, t1, and t2. Although we derived
it in the context of propagation of smoke, you can see that the idea
generalize to much broader contexts. For instance, the conservation of
the mass of air as it flows through a jet engine’s turbine, or the size
of an animal herd migrating through Sahara would be modeled in the
same way. The principle applies to less tangible quantities as well.
For instance, the conservation of momentum in the propagation of an
acoustic wave, or conservation of thermal energy in heat conduction
through a solid also satisfy (2.1) with the appropriate definitions of the
density and flux.

Although the expression of conservation of mass in the form (2.1)
is the most fundamental, and in a sense the most powerful, it is not
what is most commonly used. What is commonly used, rather, is a
versatile consequence of (2.1) obtained after making some mathematical
(not physical!) assumptions. Specifically, let’s assume that ρ and ϕ are
differentiable and have continuous derivatives with respect to x and t.3 3 Shock waves, which we will encounter

in Chapter 3, certainly violate these
continuity and differentiability assump-
tions, and force us to revert to (2.1)
which then leads to the Rankine–
Hugoniot shock condition.

Then, in view of the Fundamental Theorem of Calculus, we have

ρ(x, t2)− ρ(x, t1) =
∫ t2

t1

∂

∂t
ρ(x, t) dt,

ϕ(b, t)− ϕ(a, t) =
∫ b

a

∂

∂x
ϕ(x, t) dx,

whereby (2.1) takes the form
∫ b

a

∫ t2

t1

∂

∂t
ρ(x, t) dt dx +

∫ t2

t1

∫ b

a

∂

∂x
ϕ(x, t) dx dt = 0.
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We interchange the order of the integrals on the right and then com-
bine the terms into

∫ t2

t1

∫ b

a

[
∂

∂t
ρ(x, t) +

∂

∂x
ϕ(x, t)

]
dx dt = 0. (2.2)

Since this form of the equation of conservation of mass holds for arbi-
trary a, b, t1, t2, it follows that4 4 Here is a proof-by-contradiction of that

assertion. Suppose the bracketed ex-
pression in (2.2) is nonzero, say posi-
tive, at a point (x0, t0) in the xt-plane.
Then, by our assumption of the continu-
ity, the bracketed expression is nonzero
within some open neighborhood D of
(x0, t0). Pick a, b, t1, t2 so that the rectan-
gle (a, b) × (t1, t2) is centered at (x0, t0)
and fits within D. Then (2.2) says that
the integral of a positive quantity is zero,
which is impossible.

∂

∂t
ρ(x, t) +

∂

∂x
ϕ(x, t) = 0. (2.3)

The differential equation (2.3) is the most commonly occurring form of
the expression of conservation law in fluid mechanics, gas dynamics,
population dynamics, traffic flow, etc. One falls back to the original
integral form (2.1) only when the continuity and differentiability con-
ditions become untenable.

Remark 2.1. The equations of conservation of mass (2.1) and (2.3) admit
generalizations under various scenarios.

Consider, for instance, a situation where smoke is issued not only
by the smokestack, but that it is also generated everywhere in space,
perhaps due to some unspecified chemical reactions. Let q(x, t) be the
mass of smoke generated per unit volume per unit time. This it can be
shown that under this scenario, (2.1) changes to

∫ b

a

[
ρ(x, t2)− ρ(x, t1)

]
dx +

∫ t2

t1

[
ϕ(b, t)− ϕ(a, t)

]
dt

=
∫ t2

t1

∫ b

a
q(x, t) dx dt, (2.4)

and (2.3) changes to

∂

∂t
ρ(x, t) +

∂

∂x
ϕ(x, t) = q(x, t). (2.5)

We leave the demonstrations of these generalizations to exercises.

2.2 Advection

In the previous section we examined smoke carried by the wind and
arrived at the conservation of mass equation but we have yet to account
for the wind velocity, v(x, t), which must play some role in the process.
We address the latter in this section.

Let us look at a section at an arbitrary x of the tube of Figure 2.1.
Smoke flows through that section at velocity v(x, t), so the volume of
the smoky air that passes through that section per unit time is Av(x, t),
where A is the tube’s cross-sectional area as before. The mass of smoke
within that volume is ρ(x, t)Av(x, t), and therefore the mass per unit
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area passing through that section per unit time is ρ(x, t)v(x, t). But
“mass per unit area per unit time” is the smoke’s flux, and therefore

ϕ(x, t) = ρ(x, t)v(x, t). (2.6)

This relationship between the flux, density, and velocity is called an
advection relationship. It expresses our underlying assumption that the
smoke is advected (Latin for “carried”) by the wind.5 Eliminating ϕ 5 Can smoke do anything other than be-

ing carried by the wind? Yes! Imagine
an absolutely still air—no wind at all—
and a mass of smoke suspended in it.
If you wait long enough, the smoke will
dissipate, spread out, diffuse. The mech-
anism for that is not the wind, but the ran-
dom molecular motion of the smoke’s
particles. That process is called diffusion
and it is the subject of Chapter 7. You
can easily visualize diffusion by drop-
ping a drop of ink in a glass of water
and watch it spread.

between (2.6) and (2.3), we obtain

∂

∂t
ρ(x, t) +

∂

∂x

(
ρ(x, t)v(x, t)

)
= 0. (2.7)

which may be solved for ρ(x, t) if v(x, t) is prescribed. This is called
the advection equation. In particular, if v(x, t) is a constant, let’s say c,
then the advection equation reduces to

∂

∂t
ρ(x, t) + c

∂

∂x
ρ(x, t) = 0. (2.8)

We developed techniques for solving these (and actually more com-
plicated) equations in Chapter (1). Here we look at concrete cases that
give rise to advection equations.

2.3 The advection of an oil-drop

Consider a steady flow of water through a pipe, at velocity c. 6 We 6 We are taking the liberty of presuming
that “at velocity c” is a meaningful con-
cept. In reality it is not. Water flowing
through a pipe adheres to the pipe’s wall
and consequently it flows slowly near
the wall, and faster near the pipe’s cen-
tral axis. You may want to think of “ve-
locity c” as some sort of average taken
over the pipe’s cross-section.

inject a drop of oil into the pipe and watch it as it gets carried along by
the flow. In a grossly simplified model of the situation, we reduce the
three-dimensional space to a one-dimensional line, and install a coor-
dinate axis x along the pipe’s longitudinal axis. In this formulation,
the oil-drop’s linear density, ρ(x, t), is the mass of oil per unit length
along the x axis.

Let us calculate the oil-drop’s linear density, assuming that it has the
shape of a ball of radius R, and that its (conventional) density per unit
volume is σ. Figure 2.2 shows the oil-drop positioned at x = 0, and
a section of thickness dx perpendicular to the x axis, at an arbitrary
coordinate location x. We see from the geometry of diagram that the
radius of that cross-section is

√
R2 − x2, and therefore the mass of the

slice is πσ(R2 − x2) dx. This shows that the mass per unit length at
the location x is πσ(R2 − x2) provided that −R < x < R. We extend
the density by zero to −∞ < x < ∞ because there is no oil outside of
|x| < R. Thus, for the initial condition of our advection problem we
take:

ρ0(x) =





πσ(R2 − x2) if |x| < R,

0 otherwise.
(2.9)

x

R
√

R2 − x2

dx

x

x

ρ0(x) = πσ(R2 − x2)

−R R

Figure 2.2: The graph of the linear den-
sity function of a spherical oil-drop is a
parabola.
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The conservation of oil-drop’s mass is expressed through (2.8) since
water and oil move at a constant velocity c, Thus, we are led to the
initial value problem

∂

∂t
ρ(x, t) + c

∂

∂x
ρ(x, t) = 0,

ρ(x, 0) = ρ0(x),

were ρ0(x) is defined above. In Section 1.3.1 we solved exactly this
initial value problem and obtained the solution

ρ(x, t) = ρ0(x − ct).

Not surprisingly, this says that the oil-drop injected into the water pipe
is carried at the water velocity c effectively as a solid object, without
redistribution of density. Figure 2.3 shows an animation of the graph
of ρ(x, t).

Figure 2.3: The initial density distribu-
tion ρ0(x) is advected along the pipe
without change.

2.4 Advection in a semi-infinite domain

Let us look at the advection of a substance of density ρ(x, t) over the
semi-infinite domain x > 0, assuming that the flow velocity c is con-
stant. Specifying the initial condition ρ(x, 0) is insufficient in this case
since the solution in later times is also affected by what happens at
the boundary at x = 0. That requires specifying a boundary condition
such as ρ(0, t) = η(t) at the x = 0 boundary, as in

∂

∂t
ρ(x, t) + c

∂

∂x
ρ(x, t) = 0 x > 0, t > 0, (2.10a)

ρ(x, 0) = ρ0(x) x > 0, (2.10b)

ρ(0, t) = η(t) t > 0. (2.10c)

x

t

ρ = ρ0(x)

ρ = η(t)

x = ct

1

2

Figure 2.4: The characteristic x = ct sep-
arates the regions 1 and 2.

The characteristics of the PDE (2.10a) are x = ct + h, as we saw in
section 1.3.1. These are drawn as red and green parallel lines in the
adjacent diagram. The solution ρ is constant along each characteristic,
as before. The novelty here, however, is that the red characteristics pick
up their data from the x axis, while the green characteristics pick up
their data from the t axis. The characteristic x = ct (drawn in black)
separates the two modes of behavior, dividing the solution domain
into the regions 1 and 2 as marked in the figure.
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The solution ρ(x, t) in each of the regions 1 and 2 is a function of
the form (1.6), let’s say

ρ(x, t) =





u1(x − ct) in region 1, that is, x > ct,

u2(x − ct) in region 2, that is, x < ct,
(2.11)

where u1 and u2 are to be determined in terms of the problem’s data
ρ0 and η.

According to (2.11) and referring to Figure 2.4 we see that ρ(x, 0) =
u1(x). Then (2.10b) implies that u1(x) = ρ0(x) for all x > 0. Fur-
thermore, according to (2.11) and referring to Figure 2.4 again, we see
that ρ(0, t) = u2(−ct). Then (2.10c) implies that u2(−ct) = η(t). To
determine u2, we introduce ξ = −ct. Then t = −ξ/c and therefore
u2(ξ) = η(−ξ/c) for any ξ. 7 Having thus determined u1 and u2, we 7 Well, actually for any ξ < 0 since ξ =

−ct. But the argument of u2 in (2.11) is
negative, so this is okay.

substitute them into (2.11) and arrive at the solution

ρ(x, t) =





ρ0(x − ct) x > ct,

η
(
− 1

c (x − ct)
)

x < ct.
(2.12)

Remark 2.2. The solution (2.12) can be expressed concisely as

ρ(x, t) = ψ(x − ct), x > 0, t > 0, (2.13)

where

ψ(s) =





ρ0(s) s > 0,

η
(
− 1

c s
)

s < 0.

Example 2.1. Solve the initial boundary value problem

∂

∂t
ρ(x, t) + 2

∂

∂x
ρ(x, t) = 0 x > 0, t > 0,

ρ(x, 0) = e−x x > 0,

ρ(0, t) = cos t t > 0.

Solution. We substitute the given data into (2.12) and obtain

ρ(x, t) =





e−(x−2t) x > 2t,

cos
(

1
2 (x − 2t)

)
x < 2t.

(2.14)

See the animation in the margin.

2.5 Advection through a constriction

Here we repeat Section 2.3’s scenario of oil-drop in a water pipe, but
now we assume that the pipe’s cross-sectional area a changes abruptly
at x = 0:

a(x) =





a1 x < 0,

a2 x > 0.
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The pipe’s throughput, that is, the volume of fluid8 passing per unit 8 In what follows, fluid refers to the
pipe’s contents which consists of a drop
of oil immersed in water.

time through a cross-section, is P = a(x)c(x), where c(x) is the fluid’s
velocity. The throughput is constant (independent of x) since what
flows through a section x1 should emerge at another section x2, for any
choice of x1 and x2.9 It follows that the velocities c1 and c2 of the fluid 9 We are assuming that oil and water are

incompressible. If they could be com-
pressed, the volume emerging from x2
would not necessarily be the same as the
volume that enters x1.

in the x < 0 and x > 0 regions are related through P = a1c1 = a2c2,
that is, c1 = P/a1 and c2 = P/a2, which incidentally shows that the
fluid flows faster in the narrower part of the pipe. We set

c(x) =





c1 x < 0,

c2 x > 0,

With that notation, the advection equation (2.7) takes the form

∂

∂t
ρ +

∂

∂x

(
c(x)ρ

)
= 0, (2.15a)

ρ(x, 0) = ρ0(x), (2.15b)

where ρ = ρ(x, t) and ρ0(x) are the oil’s linear density at time t and
time 0, respectively.

Equation (2.15a) raises a serious concern. How do we make sense
of the derivative with respect to x since c(x) is discontinuous? The
answer lies in the discussion in Section 2.1 that led from the integral
form of the conservation of mass equation (2.1) to the differential forms
in (2.3) and then to (2.7). In the current situation, the velocity field is
discontinuous, therefore the reduction to those differential forms is not
justified. We will have to proceed cautiously.

We note that equation (2.15a) is quite well-behaved on the half-axes
x < 0 and x > 0, as we have

∂ρ

∂t
+ c1

∂ρ

∂x
= 0 if x < 0,

∂ρ

∂t
+ c2

∂ρ

∂x
= 0 if x > 0.

x

t

1
2

3

Figure 2.5: The characteristics in re-
gions 1 and 2 pick up their data from
the x axis, while those in region 3 pick
up their data from the t axis..

The data propagates along the characteristics with speeds c1 where
x < 0, and c2 where x > 0, as usual. These are shown as families
of parallel lines in Figure 2.5. Characteristics in x < 0 (region 1 in the
figure) pick up their data from the x axis where ρ is known to be ρ0(x),
and therefore the solution within region 1 is

ρ(x, t) = ρ0(x − c1t), (x, t) in region 1. (2.16)

Characteristics in region 2, delimited from the above by the line x =

c2t, also pick up their data from the x axis, and therefore the solution
within region 2 is

ρ(x, t) = ρ0(x − c2t), (x, t) in region 2. (2.17)



22 partial differential equations

Characteristics in region 3, however, pick up their data from the
t axis, and that data needs to be computed. That is done by enforc-
ing the conservation of mass across the t axis; something that equa-
tion (2.15) fails to do due to the discontinuity of c(x). Here is how we
proceed.

The density of oil in region 3 is ρ(x, t) = g(x − c2t) where the func-
tion g is to be determined. In particular, the density just to the right of
the t axis is ρ(0+, t) = g(−c2t). The density just to the left of the t axis
is seen from from (2.17) to be ρ(0−, t) = ρ0(−c1t). The mass of oil
arriving per unit time at x = 0 is c1ρ(0−, t), see (2.6), while the mass of
oil per leaving unit time at x = 0 is c2ρ(0+, t). These quantities should
be equal, that is, c1ρ(0−, t) = c2ρ(0+, t) since the mass is conserved,
and there is nothing at x = 0 where the oil can hide. It follows that

c1ρ0(−c1t) = c2g(−c2t).

To determine g, we introduce ξ = −c2t. Then t = −ξ/c2 and the

equation above takes the form c1ρ0

(
c1
c2

ξ
)
= c2g(ξ), and therefore

g(ξ) =
c1

c2
ρ0

( c1

c2
ξ
)

.

Thus we arrive at the solution of the initial value problem (2.15):

ρ(x, t) =





ρ0(x − c1t) in region 1,

ρ0(x − c2t) in region 2,
c1
c2

ρ0

(
c1
c2
(x − c2t)

)
in region 3.

The animation in Figure 2.6 represents a case where the two pipe
diameters are in the ratio of

√
2, and therefore their cross-sectional

areas are in the ratio of 2. Consequently the speed of the flow in the
narrower pipe is twice as that of the wider one. The density profile
is taken according to (2.9) which corresponds to a spherical oil-drop.
Figure 2.7 presents a three-dimensional view of that animation.

2.6 Exercises

2.1. Derive the equations (2.4) and (2.5).

2.2. Suppose that the smoke studied in Section (2.1) is radioactive with
a decay constant of β, that is, the density decays according to ∂ρ

∂t =

−βρ. Modify the equation of conservation of mass (2.3) to model the
density ρ(x, t) of the radioactive smoke.
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Figure 2.6: The diameters of the tubes
are in the ratio of

√
2, and therefore the

speed in the narrower tube is twice that
of the wider tube. Observe how the blip
flattens, spreads out, and speeds up as
it enters the narrower tube. The flux is
continuous across x = 0, but the linear
density ρ is not. The discontinuity of ρ at
x = 0 is quite apparent in the animation.

Figure 2.7: The large oil-drop is a three-
dimensional representation of the the so-
lution to the oil-drop problem shown in
Figure 2.6. Two smaller droplets have
been added to enhance the visualization.
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2.3. Solve the initial boundary value problem

∂

∂t
ρ(x, t) + c

∂

∂x
ρ(x, t) = −βρ(x, t) x > 0, t > 0,

ρ(x, 0) = ρ0(x) x > 0,

ρ(0, t) = η(t) t > 0,

where ρ = ρ(x, t) and c is a positive constant.

2.4. Repeat the calculations of Section 2.1 but allow for the cross-
sectional area A(x) of the tube to vary smoothly with x. How does
that change the equation of conservation of mass (2.3)?

2.5. Find the solution ρ(x, t) of the initial value problem (2.15) when

c(x) =





c1 x < 0,

c2 0 < x < L,

c3 x > L.

Assume that c1, c2, c3, and L are positive.



3
Traffic flow

In this chapter we look at the Lighthill–Whitham–Richards mathe-
matical model for traffic flow[12, 16]. The model’s analysis is a direct
application of Chapter 1’s method of solving quasilinear PDEs.

3.1 The derivation of the traffic flow equation

Consider a one-lane highway, and for simplicity, suppose that there are
no entrances or exits along the stretch under the study.1 We designate 1 Accounting for entrances and exits is

not difficult but we will forgo that for
the sake of keeping this chapter’s treat-
ment as simple as possible. Once you
have learned the basics, you may con-
sider including entrances and exits as an
interesting and instructive project.

locations along the highway through the coordinate x, and write t
for time. The main players in our mathematical model are the traffic
velocity v(x, t), the traffic density ρ(x, t), and the traffic flux ϕ(x, t).

The traffic velocity, v, is readily observable. You may watch the traf-
fic by standing by the side of the highway and gain quite an accurate
picture of how fast it is moving. By “it” we don’t mean the speed of
the individual cars. Rather, we are referring to the speed of cars in
general as they go past your station. During the rush hour in major
urban areas, for instance, the traffic velocity tends to be slow.

The traffic density, ρ, is a measure of the number of cars per unit
length of the highway. You can get a good picture of it if you imag-
ine you were hovering over the highway in a helicopter. The more
crowded parts of the highway will have higher traffic density (more
cars per unit length). You may quantify that by counting the number
of cars per, let’s say, every 100 feet. In our idealized model we take
ρ(x, t) to be defined everywhere. In a congested area ρ would be large.
In a lightly traveled highway ρ would be small. In an empty highway
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ρ would be zero.
The traffic flux, ϕ, is the number of cars that go past your observa-

tion station per unit time. Traffic stopped at a red light has nonzero
density but the velocity and flux are zero. In a lightly traveled patch of
a dessert highway, the velocity can be high, but the flux can be low—
only a few cars will be passing your observation station per unit time,
albeit at high speed.

Chapter 2’s equations of conservation of mass, that is, (2.3), (2.6),
and (2.7) correspond, in the current context, to a principle of conser-
vation of cars—the cars just don’t teleport away from the highway or
teleport into it. We duplicate equation (2.7) here for ease of reference:

∂

∂t
ρ(x, t) +

∂

∂x

(
ρ(x, t)v(x, t)

)
= 0,

or more succinctly,
∂ρ

∂t
+

∂(ρv)
∂x

= 0. (3.1)

That conservation equation is insufficient on its own since it is one
equation in the two unknowns ρ and v. To complete it, we need to
supply the equivalent of what is called a constitutive equation in con-
tinuum mechanics, that is, an empirical relation between the density ρ

and the velocity v.

ρ

v = σ(ρ)

vmax

ρmax

Figure 3.1: The velocity v is a monotoni-
cally decreasing function of density with
v(0) = vmax and v(ρmax) = 0.

A crucial observation is that the traffic density determines the traffic ve-
locity. To see that, consider the extreme case of essentially zero density
traffic. Then the cars travel without interference from each other. In
an idealized world, they will travel at the maximum allowable speed,
say vmax. At the other extreme, when the highway is crowded with
bumper-to-bumper traffic, let’s call the corresponding density ρmax,
the velocity would in effect be zero. We conclude that the velocity
varies from vmax to zero as the density goes from zero to ρmax, that
is, v = σ(ρ) for some monotonically decreasing function σ such that
σ(0) = vmax and σ(ρmax) = 0, as in the adjacent graph. With v = σ(ρ),
equation (3.1) becomes

∂ρ

∂t
+

∂
(
ρσ(ρ)

)

∂x
= 0,

and then, by the chain rule of differentiation,

∂ρ

∂t
+

[
d

dρ

(
ρσ(ρ)

)] ∂ρ

∂x
= 0.

We define
c(ρ) =

d
dρ

(
ρσ(ρ)

)
,

and rewrite the equation as

∂ρ

∂t
+ c(ρ)

∂ρ

∂x
= 0. (3.2)
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This PDE, in the single unknown ρ(x, t), is the main working model of
our traffic flow.

ρ

v = σ(ρ)

vmax

ρmax

Figure 3.2: The function v = σ(ρ) mod-
els traffic velocity versus density.

The coefficient c(ρ) in (3.2) depends on the choice of σ in the con-
stitutive equation v = σ(ρ). For the purpose of this study we take σ to
be the linear function whose graph is shown in Figure 3.2, and whose
equation is

v = σ(ρ) = vmax

(
1 − ρ

ρmax

)
. (3.3)

Therefore

c(ρ) =
d

dρ

(
ρσ(ρ)

)
=

d
dρ

(
ρvmax

(
1 − ρ

ρmax

))
= vmax

d
dρ

(
ρ − ρ2

ρmax

)
,

that is
c(ρ) = vmax

(
1 − 2ρ

ρmax

)
. (3.4)

3.2 The initial value problem and the characteristics

We wish to analyze and understand the initial value problem associ-
ated with (3.2), that is

∂ρ

∂t
+ c(ρ)

∂ρ

∂x
= 0 − ∞ < x < ∞, t > 0, (3.5a)

ρ(x, 0) = f (x) − ∞ < x < ∞, (3.5b)

where c(ρ) is defined in (3.4), and f (x) is a given traffic density at
time t = 0. The solution is obtained through the procedure outlined
in Chapter 1. The equivalent of that chapter’s equations (1.3) in the
current case are the ODEs

dx
dt

= c(ρ),
dρ

dt
= 0, x(0) = h, ρ(0) = f (h).

The second ODE says ρ is constant, and since ρ(0) = f (h), we have

ρ = f (h) for all t. (3.6)

Now, the right-hand side of the first ODE is just a constant, and there-
fore

x = c(ρ)t + h, (3.7)

or, inserting the value of ρ from (3.6),

x = c
(

f (h)
)
t + h. (3.8)

That’s the equation of the characteristic that starts out at x = h at t = 0.
Ideally we would like to solve (3.8) for h and insert the result in (3.6)
to obtain an expression for ρ(x, t). Unfortunately there is no symbolic
solution to (3.8) in general. So we take a different tack.
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Equation (3.8) says that the characteristic curve that starts out at x =

h at t = 0 is a straight line, and the speed of the characteristic, c
(

f (h)
)
,

is known since c and f are given. That provides enough information to
determine characteristics graphically, as illustrated in Figure 3.3. Since
ρ remains constant along the characteristic, and since ρ is given at
t = 0, we may determine ρ(x, t) anywhere that can be reached through
such characteristic lines, and even obtain an explicit expression for ρ

in terms of x and t, as illustrated in the examples that follow.
x

t

0 h

x
=

h+
c
( f (

h)
) t

Figure 3.3: Sample characteristic lines.

3.3 Rarefaction waves

Figure 3.3 shows the basic idea of determining the density ρ(x, t) at
any point (x, t) in space-time. We determine the characteristic line
that goes through the point (x, t), determine the intersection of that
line with the x axis, and read off the density there from the prescribed
initial condition ρ0.

That strategy works provided that the characteristic lines “fan out”
as in that figure, resulting in a unique characteristic line through any
point (x, t). The expanding set of characteristics results in a rarefaction
wave2 in the traffic as we will see in the examples that follow. On the 2 The word “rarefaction wave” is in-

herited from gas dynamics. The phe-
nomenon associated with the expanding
fan of characteristics results in the thin-
ning, or rarefaction, of a gas.

other hand, if the characteristics converge and intersect, then we get
more than one characteristic through an intersection point, and that
results in an ambiguous reading of the density. Such collision of char-
acteristic result in shock waves, a feature inherited from gas dynamics,
which we will explore in a subsequent section.

In the rest of the current section we provide detailed solutions of
three illustrative examples of the use of characteristics to analyze the
initial value problem (3.5). In all cases we take σ(ρ) and c(ρ) as in (3.3)
and (3.4). All three examples correspond to rarefaction waves.

Example 3.1. Consider the special case of the initial value problem (3.5)
where vmax = 1, ρmax = 1, and f (x) is the step function as shown here.

f (x) =





1 if x < 0,

0 if x > 0,

x

f (x)

1

0

Find the traffic density ρ(x, t).

Solution. This corresponds to a traffic that begins to move after the
red light turns green. From equation (3.4) and the given data, we have
c(ρ) = 1 − 2ρ. We see that c(0) = 1. Therefore, the characteristics
that originate on the positive x axis propagate with velocity 1. We
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also see that c(1) = −1. Therefore, the characteristics that originate
on the negative x axis propagate with velocity −1. The corresponding
space-time diagram is shown in Figure 3.4. We see that the diagram is
divided into three distinct regions. Within region 1 we have ρ(x, t) = 1
since density is constant along the characteristics and each character-
istic originates on the negative x axis where the density is 1. For the
same reason, within region 3 we have ρ(x, t) = 0. The characteristics
drawn in red separate the three regions. Their equations are x = −t
and x = t. Thus, region 1 corresponds to x < −t, region 2 corresponds
to −t < x < t, and region 3 corresponds to x > t.

x

t

1

2

3

ρ = 1, c(ρ) = −1 ρ = 0, c(ρ) = 10
Figure 3.4: The space-time diagram for
Example 3.1.Within the “fan” region 2 we calculate ρ(x, t) as follows. Pick any

point (x, t) within that region. The equation of characteristic through it
is x = c(ρ)t,3 where ρ is the (constant) density along that characteristic. 3 Here we are appealing to equa-

tion (3.7).Since c(ρ) = 1 − 2ρ, the equation of the characteristic takes the form
x = (1 − 2ρ)t. We solve this for ρ and obtain ρ = 1

2
(
1 − x

t
)
. We

conclude that

ρ(x, t) =





1 if x < −t,
1
2
(
1 − x

t
)

if − t < x < t,

0 if x > t.

(3.9)

Remark: The solution expressed in (3.9) does not stand under scrutiny.
If it is the solution of the initial value problem (3.5), shouldn’t ρ(x, 0) =
f (x)? Yes, it should, but (3.9) is undefined at t = 0 since it involves
a division by t. To remedy the situation, we need to be explicit about
the need for special treatment of the t = 0 case. Thus, a pedantically
correct expression of the solution would be

ρ(x, t) =





f (x) if t = 0,



1 if x < −t,
1
2
(
1 − x

t
)

if − t < x < t,

0 if x > t.

if t > 0.
(3.10)

Normally people prefer the simpler but questionable representation (3.9)
over the precise but cumbersome version (3.10), taking it for granted
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that (3.9) is meant for t > 0. We will make that implicit assumption
when presenting the solutions to this section’s remaining examples.
Beware, however, that a computer program is generally not as forgiv-
ing and may balk at accepting (3.9).

Having obtained the solution ρ(x, t) of the problem, we may pro-
duce an animation as seen on the right, or, for a static figure, we may
sketch the graph of the density at any time t. For instance, plugging
t = 1 into the solution, we get

x

ρ(x, 1)

1

0−1 1

ρ(x, 1) =





1 if x < −1,
1
2 (1 − x) if − 1 < x < 1,

0 if x > 1.

Example 3.2. Solve the initial value problem (3.5) with the data vmax =

1, ρmax = 8, and

x

f (x)

5

2

0

f (x) =





5 if x < 0,

2 if x > 0,

Solution. From the given data we have c(ρ) = 1 − 1
4 ρ. We see that

c(2) = 1/2. Therefore, the characteristics that originate on the posi-
tive x axis propagate with velocity 1/2. We also see that c(5) = −1/4.
Therefore, the characteristics that originate on the negative x axis prop-
agate with velocity −1/4. The corresponding space-time diagram is
shown in Figure 3.5. As in the previous example, the diagram is di-
vided into three regions. Within region 1 we have ρ(x, t) = 5. Within
region 3 we have ρ(x, t) = 2. The characteristics drawn in red separate
the three regions. Their equations are x = − 1

4 t and x = 1
2 t. Thus, re-

gion 1 corresponds to x < − 1
4 t, region 2 corresponds to − 1

4 t < x < 1
2 t,

and region 3 corresponds to x > 1
2 t.

x

t

1

2

3

ρ = 5, c(ρ) = −1/4 ρ = 2, c(ρ) = 1/20
Figure 3.5: The space-time diagram for
Example 3.2.We calculate the density ρ(x, t) in the fan region as we did in the

previous example. The equations of characteristics in that region are
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x = c(ρ) t =
(
1 − 1

4 ρ
)

t. We solve this for ρ and obtain ρ = 4
(
1 − x

t
)
.

We conclude that

ρ(x, t) =





5 if x < − 1
4 t,

4
(
1 − x

t
)

if − 1
4 t < x < 1

2 t

2 if x > 1
2 t.

Example 3.3. Solve the initial value problem (3.5) with the data vmax =

4, ρmax = 8, and

f (x) =





5 if x < 0,

5 − 2x if 0 < x < 1,

3 if x > 1.

x

f (x)

5

3

0 1

Solution. From the given data we have c(ρ) = 4− ρ. We see that c(3) =
1. Therefore, the characteristics that originate in x > 1 propagate with
velocity 1. We also see that c(5) = −1. Therefore, the characteristics
that originate on the negative x axis propagate with velocity −1. The
corresponding space-time diagram is shown in Figure 3.6. As in the
previous examples, the diagram is divided into three regions. Within
region 1 we have ρ(x, t) = 5. Within region 3 we have ρ(x, t) = 3. The
characteristics drawn in red separate the three regions. Their equations
are x = −t and x = t + 1. Thus, region 1 corresponds to x < −t,
region 2 corresponds to −t < x < t + 1, and region 3 corresponds to
x > t + 1.

x

t

0 1

1

2

3

ρ = 5, c(ρ) = −1 ρ = 3, c(ρ) = 1

Figure 3.6: The space-time diagram for
Example 3.3.To calculate the density ρ(x, t) within region 2, we look at a generic

characteristic x = c(ρ)t + h = (4 − ρ) t + h that takes off from x = h at
t = 0, where 0 < h < 1. The density at x = h is ρ = f (h) = 5 − 2h.
Therefore h = 1

2 (5 − ρ). It follows that x = (4 − ρ)t + 1
2 (5 − ρ). We

solve this for ρ and obtain

ρ =
8t + 5 − 2x

1 + 2t
,
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and therefore

ρ(x, t) =





5 if x < −t,
8t+5−2x

1+2t if − t < x < t + 1,

3 if x > t + 1.

3.4 Shock waves

The previous section’s examples consisted of rarefaction waves, man-
ifested by sets of characteristic lines that diverge with increasing t. In
this section we study situations where the characteristic lines converge,
resulting in shock waves. These are best illustrated through examples.

Example 3.4. Consider the initial value problem for the traffic flow,
equations (3.5), where vmax = 3, ρmax = 6, and f (x) is as in

f (x) =





2 if x < 0,

5 if x > 0.

x

f (x)

0

2

5

Find the traffic density ρ(x, t).

Solution. Based on the given data, we have c(ρ) = 3 − ρ. We see that
c(2) = 1. Therefore, characteristics that originate on the negative x axis
propagate with velocity 1. We also see that c(5) = −2, Therefore, char-
acteristics that originate on the positive x axis propagate with veloc-
ity −2. The space-time diagram of Figure 3.7 (top) shows the resulting
characteristics.

The problem that confronts us is that wherever the characteris-
tics intersect, they carry conflicting information from the initial data,
making the value of the density there indeterminate. The inconsis-
tency/clash is resolved by introducing a line of demarcation, called
a shock, shown as a heavy green line in Figure 3.7 (bottom). Char-
acteristics from the left and from the right impinge upon the shock,
bringing with them conflicting density information originating at the
initial data. As a result, the density is discontinuous across the shock;
it jumps from 2 on the left to 5 on the right.

The questions that remain to be resolved are: What is the the equa-
tion of the shock? Why is the shock drawn as a straight line in the
diagram? Why not a curve? How do we reconcile the discontinuous
density with the law of conservation of cars?
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x

t

ρ = 5

c(ρ) = −2

ρ = 2

c(ρ) = 1

0

x

t

ρ = 5

c(ρ) = −2

v(ρ) = 1/2

ρ v(ρ) = 5/2

ρ = 2

c(ρ) = 1

v(ρ) = 2

ρ v(ρ) = 4

1

2

0

Figure 3.7: At the top: The left-moving
and right-moving characteristics clash.
At the bottom: The shock forms a bar-
rier between the clashing characteristics.

To work out the details, let us pick a point P along the shock and let
vshock be the shock’s speed at that point. Let us write ρleft and vleft for
the traffic density and velocity just to the left of P. Similarly, let ρright

and vright be the traffic density and velocity just to the right of P.
The traffic approaches P from the left with velocity vleft − vshock, and

it moves away from P with velocity vright − vshock. Recalling the dis-
cussion that led to equation (2.6) (page 18), the number of cars arriving
at P per unit time is ρleft(vleft − vshock), and the number of cars pulling
away from P per unit time is ρright(vright − vshock). We conclude that

ρleft(vleft − vshock) = ρright(vright − vshock),

which we solve for vshock:

vshock =
ρright vright − ρleft vleft

ρright − ρleft
. (3.11)

This is called the Rankine–Hugoniot jump condition 4 and was derived in 4 Named after Rankine [15] and Hugo-
niot [9, 8]. See Salas [17] for a detailed
historical account.

the context of gas dynamics. (That was before there were automobiles,
highways, and traffic as we know it.) The equation may be expressed
succinctly as

vshock =
jump in (ρv)

jump in ρ
. (3.12)
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Let us apply (3.11) to determine the shock speed in our problem.
Since vmax = 3 and ρmax = 6, equation (3.3) which relates traffic den-
sity to traffic velocity is

v = 3
(

1 − ρ

6

)
= 3 − 1

2
ρ.

We have ρleft = 2, and therefore vleft = 2. We also have ρright = 5, and
therefore vright = 1/2. Then from (3.11) we get

vshock =
(5)(1/2)− (2)(2)

5 − 2
= −1

2
.

We conclude that the shock propagates at the velocity −1/2, which
incidentally shows that the shock is a straight line since its speed is
a constant. The shock originates at (0, 0), therefore its equation is
x = − 1

2 t. Thus, referring to Figure 3.7, we arrive at the following
solution to our initial value problem:

ρ(x, t) =





2 in x < − 1
2 t (that is, in region 1) ,

5 in x > − 1
2 t (that is, in region 2) .

(3.13)

Figure 3.8 animates that solution.
Figure 3.8: An animation of the solution
of Example 3.4. Be sure that you see how
it corresponds with the space-time dia-
gram of Figure 3.7.Example 3.5. Let vmax = 3 and ρmax = 6 as before, and take

f (x) =





2 if x < 0,

2 + x if 0 < x < 3,

5 if x > 3.

x

f (x)

2

5

0 3

Find the traffic density ρ(x, t).

Solution. As in the previous section, we have c(ρ) = 3 − ρ. We see
that c(2) = 1. Therefore, characteristics that originate on the nega-
tive x axis propagate with velocity 1. We also see that c(5) = −2,
Therefore, characteristics that originate in x > 3 axis propagate with
velocity −2. A preliminary version of the corresponding space-time
diagram is shown in Figure 3.9. We see that the characteristic lines
that originate at x = 0 and x = 3 (drawn in red) intersect at some
time t0 marked with the dotted blue line. The one coming from x = 0
carries with it the signal that ρ = 2. The one coming from x = 3 carries
with it the signal that ρ = 5. This creates a conflict at the intersection
and results in a shock.
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x

t

1
2

3

ρ = 2
c(ρ) = 1

ρ = 5
c(ρ) = −2

0 3

1

Figure 3.9: A preliminary sketch of the
space-time diagram. A shock forms
when the red characteristic lines meet.
The diagram is not valid above the dot-
ted blue line.

The conflict is not merely at the point where the red characteristics
intersect. All left-moving and right-moving characteristics intersect above
the dotted blue line, bringing with them conflicting signals. We will ad-
dress this issue further down, but for now let us complete the analysis
of the solution within the time interval 0 < t < t0, before the first
conflict develops.

We begin by noting that the equation of the characteristic line that
originates at x = 0 is x = t, while the equation of the characteristic
line that originates at x = 3 is x = 3 − 2t. The lines intersect at x = 1,
t = 1. Therefore the regions 1, 2, and 3 are characterized by

region 1 =
{
(x, t) : t < 1, x < t

}
,

region 2 =
{
(x, t) : t < 1, t < x < 3 − 2t

}
,

region 3 =
{
(x, t) : t < 1, x > 3 − 2t

}
.

As in the previous examples, density ρ(x, t) is 2 in region 1, and it
is 5 in region 3. We calculate the density within region 2 as before,
by considering the characteristic line x = c(ρ) t + h that originates at
x = h, t = 0, where ρ is the (constant) density along that characteristic.
We know that c(ρ) = 3− ρ, and that the density at x = h is ρ = f (h) =
2 + h, whence h = ρ − 2. Therefore the equation of the characteristic is
x = (3 − ρ) t + ρ − 2. Solving this for ρ, we obtain:

ρ =
x − 3t + 2

1 − t
.

We conclude that

ρ(x, t) =





2 in region 1,
x−3t+2

1−t in region 2,

5 in region 3.

(3.14)

Now we turn to the situation above t = t0. The conflict there is re-
solved by introducing the shock shown in Figure 3.10. Characteristics
from the left and from the right impinge upon the shock, bringing with
them conflicting density information originating at the initial data. As
a result, the density is discontinuous across the shock. Specifically, the
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density is 2 in region 4, and it is 5 in region 5. The density jumps
from 2 to 5 across the shock.

x

t

1
2

3

4 5

ρ = 2
c(ρ) = 1
v(ρ) = 2

ρ = 5
c(ρ) = −2
v(ρ) = 1/2

shock

0 3

1

Figure 3.10: The completed space-time
diagram is valid both below and above
the dotted blue line. The shock that
forms above that line marks the interface
between two regions of differing densi-
ties.

The shock speed is determined by the Rankine–Hugoniot jump con-
dition, equation (3.11). Since vmax = 3 and ρmax = 6, equation (3.3)
which relates traffic density to traffic velocity is

v = 3
(

1 − ρ

6

)
= 3 − 1

2
ρ.

We have ρleft = 2, and therefore vleft = 2. We also have ρright = 5, and
therefore vright = 1/2. Then from (3.11) we get

vshock =
(5)(1/2)− (2)(2)

5 − 2
= −1

2
.

We conclude that the shock propagates with velocity −1/2, which in-
cidentally shows that the shock is a straight line since its speed is
a constant. The shock originates at (1, 1), therefore its equation is
x = − 1

2 (t − 1) + 1, which simplifies to x = − 1
2 t + 3

2 . It follows that

region 4 =
{
(x, t) : t ≥ 1, x < −1

2
t +

3
2

}
,

region 5 =
{
(x, t) : t ≥ 1, x > −1

2
t +

3
2

}
,

and consequently,

ρ(x, t) =





2 in region 4 ,

5 in region 5 .
(3.15)

This, together with (3.14), presents a complete solution to our initial
value problem. Figure 3.11 shows the graphs of ρ(x, t) at times t = 1/2
and t = 5, and Figure 3.12 animates that solution.
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x

ρ(x, 1/2)

2

5

0 1 2 3 x

ρ(x, 5)

2

5

0−1
Figure 3.11: Graphs of the density ρ(x, t)
of the solution of Example 3’s initial
value problem, plotted at t = 1/2 and
t = 5. The slanted gray line in the di-
agram on the left depicts the initial the
initial value ρ(x, 0).

Figure 3.12: An animation of the solu-
tion of Example 3.5. Be sure that you see
how it corresponds with the space-time
diagram of Figure 3.7.

Example 3.6. Let vmax = 4, ρmax = 8, and

f (x) =





7 if x < 0,

2 if 0 < x < 3,

5 if x > 3.

x

f (x)
7

5

2

0 3

Find the traffic density ρ(x, t).

Solution. The Rankine–Hugoniot jump condition in equation (3.12) im-
plies, among other things, that if the shock separates two regions
of uniform density and velocity in the space-time diagram, then the
shock velocity is a constant, and consequently, the shock appears as
a straight line in that diagram. In this section we analyze a situation
where the conditions are non-uniform on one side of the shock. As a
result, the shock velocity is not constant and the the shock appears as
a bowed line in the space-time diagram.

Here is what we get for v(ρ) and c(ρ) look like based on (3.3)
and (3.4):

v(ρ) = 4 − 1
2

ρ, c(ρ) = 4 − ρ, (3.16)

The discontinuities at x = 0 and x = 3 of f give rise to a rarefaction
wave originating at x = 0 and a shock wave originating at x = 3. Fig-
ure 3.13(a) depicts our initial attempt at sketching the characteristics.

To complete that diagram, let’s begin with calculating the speed
of the shock that originates at x = 3. To the left of the shock we
have, referring to equations (3.3) and (3.4), ρ = 2, c(ρ) = 2, v(ρ) = 3,
and therefore ρ v(ρ) = 6. To the right of the shock we have, ρ =

5, c(ρ) = −1, v(ρ) = 3/2, and therefore ρ v(ρ) = 15/2. Then we
obtain the velocity of the shock from the the Rankine–Hugoniot jump
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(a) x

t

ρ = 5
c(ρ) = −1

ρ = 2
c(ρ) = 2

ρ = 7
c(ρ) = −3

0 3

(b) x

t

ρ = 5
c(ρ) = −1
v(ρ) = 3/2

ρ v(ρ) = 15/2

ρ = 2
c(ρ) = 2
v(ρ) = 3

ρ v(ρ) = 6

ρ = 7
c(ρ) = −3

1
2

3

4

0 3 4

2

(c) x

t

1
2

3

4

0 3 4

2

Figure 3.13: These sequence of drawings
illustrate the steps involved in the con-
struction of the space-time diagram con-
taining a bowed shock wave.
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condition (3.12) as

vshock =
15/2 − 6

5 − 2
=

1
2

,

and therefore the shock propagates as x = 3+ 1
2 t. This is shown as the

thick green line in Figure 3.13(b).
That calculation of the shock is based on the interaction of the char-

acteristics in regions 2 and 3 of Figure 3.13(b). The uppermost char-
acteristic in region 2 is the one that emanates from the origin, and is
given by x = 2t. That characteristic intersects the shock x = 3 + 1

2 t at
x = 4, and t = 2. For t > 2 the shock is formed by the interaction of
the characteristics from regions 3 and 4. That’s the part of the diagram
that we turn to next.

The characteristics in the rarefaction region 4 are x = c(ρ) t = (4 −
ρ) t, and therefore ρ = 4 − x

t . Consider a point P with coordinates
(x, t) along the shock that separates the regions 3 and 4. Just to the
left of P the density is ρleft = 4 − x

t , therefore the traffic velocity, as
calculated from (3.16) is

vleft = 4 − 1
2

ρleft = 4 − 1
2

(
4 − x

t

)
= 2 +

x
2t

.

The density and velocity just to the right of P are those in the homo-
geneous region 3, that is

ρright = 5, vright =
3
2

.

Then the Rankine-Hugoniot jump condition determines the shock ve-
locity as

vshock =
5
(

3
2

)
−

(
4 − x

t

)(
2 + x

2t

)

5 −
(

4 − x
t

) =
x − t

2t
.

We see that unlike the previous cases, the shock velocity is not a con-
stant, and therefore the shock traces a curve in the space-time diagram.
Let x(t) be the x coordinate of the point on the shock at time t. Then
the shock’s velocity would be dx/dt. In view of the expression for the
shock velocity calculated above, we arrive at the initial value problem

dx
dt

=
x − t

2t
, x(2) = 4,

which may be readily solved via the method of integrating factors. Its
solution is the equation of the curved shock:

x(t) = 3
√

2t − t, t ≥ 2. (3.17)

Figure 3.13(c) shows the curved shock as a thick blue line.

Remark: The depiction of the bowed shock in Figure 3.13(c) may give
the false impression that it tends toward a vertical asymptote. That’s
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certainly not true. The shock’s equation in (3.17) indicates that as t
grows, x(t) approaches −t since t dominates

√
t for large t. If there

were room within that figure to continue the shock to large values of t,
we would see it turn around and ultimately point in the northwesterly
direction.

Remark: The strength of a shock is measured by the jump of the density
across it. In Figure 3.13(c) the strength of the segment of the shock
bounded by regions 2 and 3 is constant along its length since the den-
sities within the regions 2 and 3 are uniform. The strength of the rest
of the shock, bounded by the regions 3 and 4 is not constant along its
length because the density within region 4 is variable. It can be shown
(consider it a challenge!) that the strength of the shock gradually di-
minishes, and goes to zero, as t gets large. In other words, the shock
fades away in the long run.

3.5 Exercises

Each of the following exercises provides values of the parameters vmax,
ρmax, and the initial density f (x). Solve the initial value problem (3.5)
for the traffic density ρ(x, t) and sketch a space-time diagram. Addi-
tionally, plot one or more graphs of ρ as functions of x, at t values of
your choice, in order to illustrate how the solution evolves in time.

3.1. vmax = 4, ρmax = 8, f (x) =





5 if x < 0,

3 if x > 0.

3.2. vmax = 4, ρmax = 8, f (x) =





3 if x < 0,

1 if x > 0.

3.3. vmax = 4, ρmax = 8, f (x) =





7 if x < 0,

5 if x > 0.

3.4. vmax = 4, ρmax = 8,

x

f (x)

3

1

0 1

3.5. vmax = 4, ρmax = 8,

x

f (x)

7

5

0 1
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3.6. vmax = 4, ρmax = 8,

x

f (x)

5

2

0 3

3.7. vmax = 4, ρmax = 8,

x

f (x)

8

2

0 3

3.8. vmax = 2, ρmax = 8,

x

f (x)
7

5

0 2
3.9. Section (3.1)’s derivation of the traffic model assumes a linear re-
lationship between the traffic’s velocity and density; see equation (3.3)
and Figure 3.2. Modify that model by making that dependence quadratic:

v(ρ) = vmax

(
1 −

( ρ

ρmax

)2
)

.

See Figure 3.1 for the graph that function.

1. What is the equivalent of equation (3.4) under this new model?

2. Solve Example 3.1’s initial value problem under this new model.

3.10. Where two shocks merge into one. . .

vmax = 4, ρmax = 8,

x

f (x)

2

3

7

3
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3.11. Where two rarefaction waves merge into a shock. . .
In the traffic flow problem, take the initial density f (x) as depicted in
the graph

x

f (x)
ρmax

pρmax

αρmax

βρmax

qρmax

where a > 0 and p, q, α, β are constants in [0, 1]. Additionally, assume
that α < p and β > q and α < β. Show that this gives rise to a pair
or rarefaction waves that start out at x = 0 and x = a and later merge
into a shock wave.
Comment 1: This problem was posed and solved by Owen McMann, an
undergraduate student at UMBC, who also made the interesting (and
unanticipated) observation that the resulting shock travels at constant
speed.
Comment 2: If you feel more comfortable working with numbers rather
than symbols, you may at first try solving the problem using the nu-
merical parameters

a = 2, vmax = 2, ρmax = 4, p =
3
4

, q =
1
5

, α =
1
4

, β =
2
3

,

before tackling the symbolic solution.

3.12. Traffic stopped at a red light at x = 0 occupies the interval [−L, 0]
on the x axis, and therefore has density ρmax. The light turns green at
t = 0. Assume that no other vehicles enter the highway.

1. Determine the traffic’s density at later times in terms of the (un-
specified) symbolic constants vmax and ρmax.

2. Sketch the graphs of ρ(x, t) as a function of x at times t = k L
vmax

,
where k = 0, 1

2 , 1, 2, 3, 4, 5.

3. What is limt→∞ ρ(x, t) at a fixed x?

4. What is the velocity v(x, t) of a vehicle that is passing through the
location x at time t?

5. What is limt→∞ v(x, t) at a fixed x?

6. Determine the position x(t) of a vehicle which is located at x = −a
(0 ≤ a ≤ L) at t = 0.
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7. Consider two vehicle that are located at x = −a and x = −b (0 <

a < b < L) at time t = 0. What is the distance between them in the
long run?

8. The tail end of the traffic lies on the shock as there are no vehicles
to the left of the shock. What is the traffic density at the tail end as
a function of time?





4
Classification of second order PDEs

In the remainder of this book we study second order PDEs, that is,
PDEs that involve second order derivatives of the unknown function.
Of particular interest are the classical

Wave equation in the unknown u(x, t):

∂2u
∂t2 = c2 ∂2u

∂x2 , (4.1)

Heat equation in the unknown u(x, t):

∂u
∂t

= k
∂2u
∂x2 , (4.2)

Laplace’s equation in the unknown u(x, y):

∂2u
∂x2 +

∂2u
∂y2 = 0, (4.3)

and many of their variations. The reason for interest in these partic-
ular equations is twofold. For one thing, these equations occur in a
host of mathematical models in engineering, physics, chemistry,1 and 1 And to a lesser extent in mathematical

biology and finance.therefore an intimate knowledge of their properties is a prerequisite
for any working scientist. For another thing, these equations are pro-
totypes of much wider classes of hyperbolic, parabolic, and elliptic PDEs,
respectively. What we learn about the wave, heat, and Laplace’s equa-
tions extends with some modifications to, and provides intuition and
guidance for, the understanding of those more general PDEs.

If you pursue your studies of PDEs beyond this introductory text-
book, you are likely to encounter the terms hyperbolic, parabolic, and
elliptic. We define those terms here in order to place our limited study
in the wider context.

x

y

hyperbola

x

y

parabola

x

y

ellipse

You may recall from your studies of calculus and analytic geometry,
that the graphs in the Cartesian coordinates of the equation

x2

A2 − y2

B2 = 1,
x2

A2 − y
B
= 0,

x2

A2 +
y2

B2 = 1,
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are hyperbolas, parabolas, and ellipses, respectively. Furthermore, any
quadratic equation of the form

ax2 + bxy + cy2 + dx + ey + f = 0,

may be reduced, after a change of variables, to one of the preceding
three depending on the sign of the discriminant δ = b2 − 4ac. Specif-
ically, if δ > 0, then we have a hyperbola, if δ = 0 then we have a
parabola, and if δ < 0, then we have an ellipse.

By analogy, the second order PDE in the unknown u(x, y):

auxx + buxy + cuyy + dux + euy + f u = q (4.4)

is said to be of the hyperbolic, parabolic, or elliptic type depend-
ing on whether δ = b2 − 4ac is positive, zero, or negative, respec-
tively.2,3 It turns out, although we won’t delve into the subject here, 2 The analogy is skin deep. The nomen-

clature is merely a mnemonic device;
there is no ellipse in an elliptic equation.
3 Here, and what follows, the coefficients
a through q may depend on x and y in
general. Therefore, the discriminant D,
which would depend on x and y, may
change sign and consequently (4.4) may
change type depending on the region
within the xy plane.

that the behavior of the solutions of (4.4) differ wildly depending on
the equation’s type, hence the need for classification. Note, in particu-
lar, that the wave, heat, and Laplace’s equations are of the hyperbolic,
parabolic, and elliptic types, in that order.4

4 The independent variables in (4.4) are
x and y. To make the connection to the
wave and heat equations, change y to t.

The left-hand side of (4.4) defines a partial differential operator L
through

L(u) = auxx + buxy + cuyy + dux + euy + f u. (4.5)

L is linear in the sense that

L(αu + βv) = αL(u) + βL(v) (4.6)

for all sufficiently differentiable functions u = u(x, y) and v = v(x, y),
and arbitrary constants α and β. 5 To verify that L indeed is linear, we 5 The linearity of L, embodied in the

equation (4.6), plays an absolutely cru-
cial role in the rest of this book.

calculate

L(αu + βv) = a(αu + βv)xx + b(αu + βv)xy + c(αu + βv)yy

+ d(αu + βv)x + e(αu + βv)y + f (αu + βv)

= a(αuxx + βvxx) + b(αuxy + βvxy) + c(αuyy + βvyy)

+ d(αux + βvx) + e(αuy + βvy) + f (αu + βv)

= α(auxx + buxy + cuyy + dux + euy + f u)

+ β(avxx + bvxy + cvyy + dvx + evy + f v)

= αL(u) + βL(v),

and thus substantiate the claim.
The PDE

L(u) = q,

where L is a linear partial differential operator and q is a given function
of x and t, 6 is said to be linear. If q is zero, then the PDE is said to be 6 The function q is usually called the

PDE’s forcing term.homogeneous. Otherwise it is nonhomogeneous.
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For instance, the PDE uxx +
√

1 + x2 + y2 uyy = cos(xy) in the un-
known u(x, y) is linear because the corresponding partial differential
operator

L(u) = uxx +
√

1 + x2 + y2 uyy,

is linear, as it is a special case of (4.5). The PDE is nonhomogeneous
because its forcing term is nonzero.

On the other hand, the PDE L(u) = 0 in the unknown function
u(x, t), where L(u) = utt + uuxx, is not linear. To substantiate that
claim, is suffices to demonstrate a single case where the linearity re-
quirement (4.6) fails. Take, for instance, β = 0. Then we have

αL(u) = α
(
utt + uuxx

)
,

L(αu) = (αu)tt + (αu)(αu)xx = αutt + α2uuxx = α
(
utt + αuuxx

)
.

We see that L(αu) ̸= αL(u) if α ̸= 1.

Here are the linear operators associated with the wave, heat, and
Laplace’s equations:7 7 Actually L(u) = ∂2u

∂t2 − c2 ∂2u
∂x2 expresses

the result of applying the wave operator
to the function u. The wave operator it-
self is L = ∂2

∂t2 − c2 ∂2

∂x2 . Same goes for the
heat and Laplace’s operators.

L(u) =
∂2u
∂t2 − c2 ∂2u

∂x2 the wave operator (hyperbolic)

L(u) =
∂u
∂t

− k
∂2u
∂x2 , the heat operator (parabolic)

L(u) =
∂2u
∂x2 +

∂2u
∂y2 . Laplace’s operator (elliptic)

The wave, heat, and Laplace’s equations presented in (4.1), (4.2),
and (4.3) are homogeneous. If we add forcing functions q to their
right-hand sides, as later we shall, we will obtain the nonhomogeneous
versions of those equations.

4.1 Exercises

4.1. Determine whether the following PDEs are linear or nonlinear.

1. tut = xuxx + xt2

2. xutt + tuxx = 0

3. uxx + uyy = u3

4.2. Determine whether the following PDEs are hyperbolic, parabolic,
or elliptic.

1. uxy = 0

2. uxx + uxy + uyy = 1 + u

3. ut + uxt = uxx





5
The wave equation in 1D

The classical wave equation in one space dimension for the unknown
u(x, t)

∂2u
∂t2 = c2 ∂2u

∂x2 ,

along with its many variants, is the prototype of a very large class of
hyperbolic equations that arise in a plethora of applications such as

• vibration of solid structures (strings, beams, membranes, plates)

• propagation of sound (acoustics)

• propagation of seismic waves

• geological exploration, oil well detection

• aerodynamics and supersonic flight

• propagation of electromagnetic waves (radiant heat, light, radio
waves, microwaves, lasers, fiber optics, antennas)

In this chapter we focus on one elementary and easy-to-understand
application, namely, propagation of waves along a taut string/rope/chain.

5.1 Waves along a string

Figure 5.1: The top three animations il-
lustrate the vibration of a taut string seg-
ment fixed at its endpoints. The first two
correspond to the string’s natural modes
of vibration—their displacements are of
the form u(x, t) = f (x)g(t), that is, the
string’s shape changes in a self-similar
manner over time. The third animation
is a blend of the first two and it is cer-
tainly not of the form f (x)g(t). The
fourth animation illustrates the propaga-
tion of a pulse induced through the mo-
tion of the support at one end of a taut
semi-infinite string.

We wish to derive the equation of motion of a taut string, such as
that of a guitar, cello, or piano string supported at its ends, or even
a conceptually infinitely long string whose endpoints, being infinitely
far, are inaccessible to us. See the sample animations on the right.

Every part of the string has some mass. It moves. Naturally New-
ton’s law of motion comes into play. As we shall see, that leads to the
wave equation, where u(x, t) is the string’s deviation from its equilib-
rium configuration. In the following subsection we present a “quick
and dirty” derivation of the string’s equation of motion. The deriva-
tion is far from rigorous as it involves quite a bit of hidden, even un-
justified, assumption as well as sloppy mathematics but the result is
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correct within the bounds of the (unstated) assumptions. The pur-
pose of this sketchy derivation is to convey, in an easy-to-grasp man-
ner, the central idea that leads to the equation of motion of a taut
string, The rigorous derivation of that equation is surprisingly non-
trivial. See Antman[1] for a careful derivation, Weinberger[21] for a
less technical and more accessible treatment, and Keller[11] for a sur-
prising special case.

5.1.1 A quick-and-dirty derivation

We write T for the (constant) magnitude of the tensile force within the
string, and ρ(x) for its linear mass density1, that is, its mass per unit

1 This derivation allows for the linear
mass density to vary with x but the case
where ρ is a constant is just as interest-
ing.

length. We set up the x coordinate axis so that it is coincides with the
straight line that constitutes the string’s equilibrium state. We write
u(x, t) for the string’s lateral displacement (also called the transverse dis-
placement) away from the equilibrium, and θ(x, t) for the angle between
the string and the equilibrium state at the location x at time t, We as-
sume that the deflection away from equilibrium is small so that we
may approximate sin θ ≈ tan θ ≈ θ. u

x

u(x, t)

x + ∆x

θ(x, t)

θ(x + ∆x, t)

T

T

Let us focus on a small (infinitesimal) segment of the string be-
tween the locations x and x + ∆x, as in the adjacent figure. The mass
of that segment is ρ(x)∆x, and its vertical acceleration is ∂2u

∂t2 . There-

fore, mass times acceleration, ρ(x)∆x ∂2u
∂t2 , equals the resultant of verti-

cal forces acting on the string. But referring to the figure, we see that
the vertical components of tensile forces at the segment’s endpoints
are −T sin θ(x, t) and T sin θ(x + ∆x, t). We conclude that

ρ(x)∆x
∂2u
∂t2 = T sin θ(x + ∆x, t)− T sin θ(x, t).

We divide this through by ∆x

ρ(x)
∂2u
∂t2 = T

sin θ(x + ∆x, t)− sin θ(x, t)
∆x

and pass to the limit as ∆x → 0:

ρ(x)
∂2u
∂t2 = T

∂

∂x
(
sin θ

)
.

However, by our smallness assumption of θ we may replace sin θ by

tan θ, and noting that tan θ = ∂u
∂x , we arrive at, ρ(x) ∂2u

∂t2 = T ∂
∂x

(
∂u
∂x

)
,

that is

ρ(x)
∂2u
∂t2 = T

∂2u
∂x2 . (5.1)

This is the equation of motion of a taut string. If you look over the
derivation that led to it, you will see that it simply expresses Newton’s
law of motion as applied to the string. The left-hand side is in effect
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mass times acceleration, and the right-hand side is the corresponding
force.

In the special case of a uniform string where ρ is independent of x,
it is customary to let T/ρ = c2, that is,

c =

√
T
ρ

, (5.2)

and cast (5.1) into the standard form of the one-dimensional wave equa-
tion

∂2u
∂t2 = c2 ∂2u

∂x2 . (5.3)

We will soon see that c is the speed of propagation of waves/distur-
bances/signals along the string.

Remark 5.1. Let us make a note that in the derivation above we have
approximated the vertical component of the tensile force within the
string as

Tvert = T
∂u
∂x

. (5.4)

We will have use for this later on.

5.2 Reducing the wave equation to a system of 1st order PDEs

We are going to show how, through a sleight of hand, the second
order PDE (5.3) with a constant c may be reduced to an equivalent pair
of first order PDEs which then can be solved through the method of
characteristics. Toward that end, we introduce the auxiliary variables
v and w through

v = ut − cux, w = ut + cux, (5.5)

and then calculate

vt + cvx =
[
ut − cux

]
t + c

[
ut − cux

]
x

=
[
utt − cuxt

]
+ c

[
utx − cuxx

]
= utt − c2uxx

by (5.3)
= 0,

wt − cwx =
[
ut + cux

]
t − c

[
ut + cux

]
x

=
[
utt + cuxt

]
− c

[
utx + cuxx

]
= utt − c2uxx

by (5.3)
= 0.

In summary:
vt + cvx = 0, wt − cwx = 0. (5.6)

This pair of (uncoupled!) first order PDEs (5.6) is equivalent to the
second order PDE (5.3), that is, (5.3) ⇔ (5.6). We have already seen
that (5.3) ⇒ (5.6). To see the converse, we observe that equations (5.5)
imply that

ut =
1
2
(w + v), ux =

1
2c

(w − v). (5.7)
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Therefore, once we solve (5.6) for v and w, we may construct u through (5.7)
as we will see in the following section.

In view of that equivalence, we turn our attention to solving the
pair of equations (5.6).

5.3 Characteristics come to the rescue

Solving the first order PDEs in (5.6) through the method of character-
istics in the usual way, we obtain

v(x, t) = ϕ(x − ct), w(x, t) = ψ(x + ct),

where ϕ(x) and ψ(x) are the initial conditions of v and w. Then
from (5.7) we get

ut(x, t) =
1
2
[
ψ(x + ct) + ϕ(x − ct)

]
,

ux(x, t) =
1
2c

[
ψ(x + ct)− ϕ(x − ct)

]
.

Now that we have succeeded in calculating the derivatives ut and
ux, we proceed to calculate u itself. For that purpose, it helps to intro-
duce the functions F and G, defined through their derivatives, as

F′(x) = − 1
2c

ϕ(x), G′(x) =
1
2c

ψ(x). (5.8)

The we have

ut(x, t) =
1
2
[
2c G′(x + ct)− 2c F′(x − ct)

]
= c G′(x + ct)− c F′(x − ct),

ux(x, t) =
1
2c

[
2c G′(x + ct) + 2c F′(x − ct)

]
= G′(x + ct) + F′(x − ct).

Integrating the first equation with respect to t and the second with
respect to x, we obtain

u(x, t) = G(x + ct) + F(x − ct) + A(x),

u(x, t) = G(x + ct) + F(x − ct) + B(t),

where A(x) and B(t) are the integration “constants”. Subtracting the
two equations results in A(x) = B(t). This says that A(x) does not
depend on x (since it’s equal to B(t) for all x). Therefore A(x) is a
constant, and therefore B(t) is also a constant. Let’s write C for that
common constant.

We have thus arrived at u(x, t) = F(x − ct) + G(x + ct) + C. But
the presence of C is immaterial since F and G are defined through
their derivatives only, and therefore they are determined up to additive
constants anyway. So we absorb C into F or G and conclude that

u(x, t) = F(x − ct) + G(x + ct) (5.9)
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is the general solution of the wave equation (5.3). The functions F and G are
defined in (5.8) in terms of the arbitrary functions ϕ and ψ, therefore
they may be regarded as arbitrary functions as well. In Section 5.5
we will learn how to express F and G in terms of the wave equation’s
initial conditions.

Remark 5.2. It’s worth noting that the general solution of a second

order ODE such as a d2y
dt2 + b dy

dt + cy = 0 comes with two arbitrary con-
stants, as in y(t) = c1y1(t) + c2y2(t). In contrast, the general solution
of a second order PDE (5.3) comes with two arbitrary functions, as the
F and G above.

5.4 An alternative approach to solving the wave equation

In this section we present an alternative approach to deriving the gen-
eral solution (5.9) of the wave equation. We are going to introduce a
change of variables, from (x, t) to (ξ, η), defined according to:

ξ = x − ct, η = x + ct. (5.10)

That change of variables is one-to-one as we may verify by solving the
equation pair above for x and t:

x =
1
2
(η + ξ), t =

1
2c

(η − ξ).

Let u(x, t) be a solution of the wave equation (5.3). Define U(ξ, η)

through
U(ξ, η) = u(x, t), (5.11)

where (x, t) and (ξ, η) are related through (5.10). With the help of the
chain rule, and observing that ξx = 1, ηx = 1, we calculate

ux = Uξξx + Uηηx = Uξ + Uη ,

and

uxx = (Uξ + Uη)ξ ξx + (Uξ + Uη)ηηx = Uξξ + 2Uξη + Uηη . (5.12a)

Similarly, we find that

utt = c2
[
Uξξ − 2Uξη + Uηη

]
. (5.12b)

Combining the equations (5.12a) and (5.12b) we see that

c2uxx − utt = 4c2Uξη .

But the left-hand side of that equation is zero since u is a solution of
the wave equation. We conclude that

Uξη = 0. (5.13)
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This is an interesting result. It says that after the change of coor-
dinates (5.10), the wave equation (5.3) transforms to the exceedingly
simple form of (5.13). That equation is quite straightforward to solve,
as it is equivalent to (Uξ)η = 0, which says that Uξ is independent of
η, that is, Uξ(ξ, η) = ϕ(ξ), for some arbitrary function ϕ. We conclude
that

U(ξ, η) =
∫

ϕ(ξ) dξ + ψ(η),

where ψ is an arbitrary function of η. To align the notation with that of
the previous solution (5.9), we write F(ξ) and G(η) for the two terms
on the right-hand side2, and thus arrive at 2 Since ϕ and ψ are arbitrary, so are F

and G.

U(ξ, η) = F(ξ) + G(η).

Returning to the original (x, t) variables through (5.10) and (5.11), this
takes the form

u(x, t) = F(x − ct) + G(x + ct),

which is identical to (5.9).

5.5 The initial value problem

Since the wave equation is of second order in t, the associated initial
value problem needs to specify both both u and ut at t = 0: 3 3 This is akin to solving the initial value

problem for the ODE

m ••u(t) + ku(t) = 0,

u(0) = u0, •u(0) = u1

that models the oscillations of a simple
mass and spring system. Note that we
specify both the initial displacement and
the initial velocity to obtain a unique so-
lution.

utt = c2uxx, − ∞ < x < ∞, t > 0, (5.14a)

u(x, 0) = f (x), − ∞ < x < ∞, (5.14b)

ut(x, 0) = g(x), − ∞ < x < ∞. (5.14c)

The general solution of the PDE (5.14a) is available in (5.9). Our task
here is to determine F and G in terms of the given initial data f and g.
That’s a matter of straightforward calculation. We have

u(x, t) = F(x − ct) + G(x + ct),

ut(x, t) = −cF′(x − ct) + cG′(x + ct).

Letting t = 0 and applying the initial conditions we get

F(x) + G(x) = f (x), (5.15a)

−cF′(x) + cG′(x) = g(x). (5.15b)

Isolating G(x) in (5.15a) and inserting the result into (5.15b), we obtain

−cF′(x) + c
[

f ′(x)− F′(x)
]
= g(x),

which we solve for F′(x):

F′(x) =
1
2

f ′(x)− 1
2c

g(x),
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and then integrate:

F(x) =
1
2

f (x)− 1
2c

∫ x

0
g(ξ) dξ + K. (5.16a)

Having thus determined F(x), we then calculate G(x) from (5.15a):

G(x) =
1
2

f (x) +
1
2c

∫ x

0
g(ξ) dξ − K. (5.16b)

We conclude that

F(x − ct) =
1
2

f (x − ct)− 1
2c

∫ x−ct

0
g(ξ) dξ + K,

G(x + ct) =
1
2

f (x + ct) +
1
2c

∫ x+ct

0
g(ξ) dξ − K,

whence the general solution (5.9) takes the form

u(x, t) =
1
2
[

f (x − ct) + f (x + ct)
]
+

1
2c

∫ x+ct

x−ct
g(ξ) dξ. (5.17)

The representation (5.17) of the solution of the initial value prob-
lem (5.14) was discovered by Jean-Baptiste le Rond d’Alembert in 1747 [4,
5, 3], and is referred to as d’Alembert’s solution of the wave equation.
See Jouve [10] for historical remarks on controversies that d’Alembert’s
work engendered at its time.

Remark 5.3. It is noteworthy that the general solution (5.9) of the wave
equation and the solution (5.17) of the initial value problem impose no
explicit restrictions on the continuity or differentiability of the func-
tions F, G, f and g. Thus, for instance, we may plug a step function
for f in (5.17) and obtain a discontinuous function for u(x, t). But will
that u(x, t) be a solution to the wave equation? Not really, since u
needs to be at least twice differentiable in x and in t for terms utt and
uxx in the wave equation to be meaningful. It is possible to introduce
alternative formulations of the wave equation that put lesser demands
on differentiability [1], but that will take us beyond the scope of this
book.

5.6 Deriving d’Alembert’s solution via Green’s Theorem

Here is yet another way of deriving d’Alembert’s solution to the 1D
wave equation. For the sake of variety, here we add a nonhomoge-
neous forcing term q(x, t) to the equation:

utt = c2uxx + q(x, t) − ∞ < x < ∞, t > 0, (5.18a)

u(x, 0) = f (x) − ∞ < x < ∞, (5.18b)

ut(x, 0) = g(x) − ∞ < x < ∞. (5.18c)
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Pick any point (x̄, t̄) with t̄ > 0 in the (x, t) plane, and form the
triangle T(x̄, t̄) with vertices at (x̄, t̄), (x̄ − ct̄, t̄), (x̄ + ct̄, t̄), as in the ad-
jacent diagram. We are going to derive d’Alembert’s solution to (5.18)
through an application of Green’s Theorem in the triangle T(x̄, t̄). Let’s
note that the equations of the triangle’s left and right edges are

x = xleft(t) ≡ x̄ + c(t − t̄), x = xright(t) ≡ x̄ − c(t − t̄).

x

t

x = x̄ − c(t − t̄)

x = x̄ + c(t − t̄)

x̄ − ct̄ x̄ + ct̄

(x̄, t̄)

T(x̄, t̄)

According to Green’s Theorem, for any pair of smooth function P =

P(x, t) and Q = Q(x, t), and any domain T in the (x, t) plane bounded
by a simple closed curve, we have

∫∫

T

[
∂Q
∂x

− ∂P
∂t

]
dx dt =

∫

∂T

(
P dx + Q dt

)
,

where the line integral on right-hand side is a taken counter-clockwise
around the domain’s boundary ∂T. Therefore, we have

∫∫

T(x̄,t̄)
q(x, t) dx dt =

∫∫

T(x̄,t̄)

(
utt − c2uxx

)
dx dt

= −
∫∫

T(x̄,t̄)

[
(c2ux)x − (ut)t

]
dx dt

= −
∫

∂T(x̄,t̄)

(
ut dx + c2ux dt

)

= −
(∫

bottom
+

∫

right
+

∫

left

) (
ut dx + c2ux dt

)
.

(5.19)

We compute each of the three integrals add them up.

• Along the bottom edge we have dt = 0 and ut(x, 0) = g(x). There-
fore

∫

bottom

(
ut dx + c2ux dt

)
=

∫ x̄+ct̄

x̄−ct̄
ut(x, 0) dx =

∫ x̄+ct̄

x̄−ct̄
g(x) dx.

(5.20a)

• Along the right edge we have x = xright(t) = x̄ − c(t− t̄). Therefore,
dx = −c dt and

∫

right

(
ut dx + c2ux dt

)
=

∫ t̄

0

[
−cut

(
xright(t), t

)
dt + c2ux

(
xright(t), t

)
dt
]

= −c
∫ t̄

0

[
−cux

(
xright(t), t

)
+ ut

(
xright(t), t

)]
dt.

We note, however, that

−cux
(

xright(t), t
)
+ ut

(
xright(t), t

)
=

d
dt

u
(
xright(t), t

)
,
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and therefore

∫

right

(
ut dx + c2ux dt

)
= −c

∫ t̄

0

d
dt

u
(
xright(t), t

)
dt

= −c
[
u
(

xright(t̄), t̄
)
− u

(
xright(0), 0

)]

= −c
[
u(x̄, t̄)− u(x̄ + ct̄, 0)

]

= −c
[
u(x̄, t̄)− f (x̄ + ct̄)

]
. (5.20b)

• We evaluate the integral along the left edge in a similar way4 and 4 Note that now the integration limits are∫ 0

t̄
· · · dt.obtain

∫

left

(
ut dx + c2ux dt

)
= −c

[
u(x̄, t̄)− f (x̄ − ct̄)

]
. (5.20c)

Substituting the results (5.20a) through (5.20c) into (5.19), we arrive
at

∫∫

T(x̄,t̄)
q(x, t) dx dt

= −
(∫ x̄+ct̄

x̄−ct̄
g(x) dx − 2cu(x̄, t̄) + c

[
f (x̄ − ct̄) + f (x̄ + ct̄)

])
,

from which we isolate u(x̄, t̄):

u(x̄, t̄) =
1
2

[
f (x̄ − ct̄) + f (x̄ + ct̄)

]

+
1
2c

∫ x̄+ct̄

x̄−ct̄
g(x) dx +

1
2c

∫∫

T(x̄,t̄)
q(x, t) dx dt.

To simplify the notation, we replace the “dummy” integration vari-
ables x and t with ξ and τ. Then we replace all x̄ and t̄ with x and t,
and arrive at

u(x, t) =
1
2

[
f (x − ct) + f (x + ct)

]
+

1
2c

∫ x+ct

x−ct
g(ξ) dξ

+
1
2c

∫∫

T(x,t)
q(ξ, τ) dξ dτ. (5.21)

Remark 5.4. The integral over the triangle above may be expressed as
nested single integrals via Fubini’s theorem:

∫∫

T(x,t)
q(ξ, τ) dξ dτ =

∫ t

0

∫ xright(τ)

xleft(τ)
q(ξ, τ) dξ dτ

=
∫ t

0

∫ x−c(τ−t)

x+c(τ−t)
q(ξ, τ) dξ dτ.
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5.7 A displacement blip as the initial value

Let us solve the initial value problem (5.14) with the initial velocity
g = 0 and the initial displacement as a “blip” f given by

f (x) =





1 if |x| < δ,

0 otherwise.
x

f (x)

−δ δ

1

With some stretch of the imagination, this can be thought of as a
model of the transverse displacement u(x, t) of a long and taut string
whose motion starts out with the initial shape given in the graph of
f (x), and is released with zero initial velocity. That, however, doesn’t
pass close scrutiny, since in the derivation of the equation of motion of
a string in Section 5.1, a key assumption was the smallness of the slope,
ux(x, t). In contrast, the steep rise of the function f is akin to having
an infinitely large slope. It also can be a model of the evolution of
pressure u(x, t) in a gas-filled tube where f (x) represents the pressure
at t = 0.

Since g = 0, d’Alembert’s solution (5.17) reduces to

u(x, t) =
1
2

[
f (x − ct) + f (x + ct)

]
. (5.22)

We know that the graph of 1
2 f (x − a) is obtained by translating the

graph of f (x) by a and reducing the height by a factor of 1/2. There-
fore, in the solution (5.22), the graph of f splits into two blips of height
1/2 each, traveling to the left and right with velocities ±c. See the an-
imation in Figure 5.2.

5.8 A blip as the initial velocity

Let us solve the initial value problem (5.14) with f = 0 and g a “blip”
given by

g(x) =





v if |x| < δ,

0 otherwise.
x

g(x)

−δ δ

v

This can be a model of the transverse displacement u(x, t) of piano
wire that starts out with zero displacement but with a nonzero velocity
v over the interval −δ < x < δ due to the impact of the hammer when
the player presses a key.
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Figure 5.2: The initial displacement blip,
drawn in faint dashed lines, splits into a
right-moving and left-moving half-blips
which travel at speeds ±c, and whose
sum, drawn at the bottom, forms the so-
lution of the initial value problem stud-
ied in Section 5.7.

Since f = 0, d’Alembert’s solution (5.17) reduces to

u(x, t) =
1
2c

∫ x+ct

x−ct
g(ξ) dξ, (5.23)

so in a way that’s our solution although it is not in a form that can be
easily visualized. It’s possible to make a better sense of that solution
if we define g’s antiderivative

G(x) =
∫ x

0
g(ξ) dξ,

and then express the solution as

u(x, t) =
1
2c

[
G(x + ct)− G(x − ct)

]
. (5.24)

The graph of G, which is easily determined5 by inspecting the graph

5 This marginal note is an overkill since it
elaborates the obvious, as you should be
able to see its conclusion immediately by
staring at the graph of g. Nevertheless, it
is here for those who need the extra help
to see that.

From G(x) =
∫ x

0 g(ξ) dξ we have
G′(x) = g(x) and G(0) = 0. But g takes
on the constant values 0, v, and 0 on the
intervals (−∞,−δ), (−δ, δ), and (δ, ∞),
respectively, and therefore G takes on
the values c1, vx + c2, c3 on those inter-
vals, where c1, c2, c3 are constants. From
G(0) = 0 it follows that c2 = 0 and there-
fore G(x) = vx on the interval (−δ, δ).
At the endpoints of that interval we have
G(−δ) = −vδ and G(δ = vδ. Then the
continuity of G implies that c1 = −vδ
and c3 = vδ. We conclude that

G(x) =





−vδ if x < −δ,
−vx if − δ < x < δ,
vδ if δ < x,

whose graph is shown in Figure 5.3(a).

of g, is shown in subfigure (a) in Figure 5.3. The graph of −G, which
is obtained by reflecting the graph of G about the horizontal axis, is
shown in subfigure (b). The graphs of G(x+ ct) and −G(x− ct), which
are obtained by shifting the two previous graphs by ct to the left and
to the right, are shown in subfigures (c) and (d). Finally, the graph of
the solution (5.24), constructed by adding the graphs in (c) and (d) and
scaling the result by a factor of 1

2c , is shown in subfigure (e). Figure 5.4
presents an animation of the solution.
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(a) x

G(x)

−δ

δ
−vδ

vδ

(b) x

−G(x)

−δ

δ

−vδ

vδ

(c) x

G(x + ct)

−δ

δ
−vδ

vδ

(d) x

−G(x − ct)

−δ

δ

−vδ

vδ

(e) x

u(x, t)

Figure 5.3: Subfigure (a) shows the
graph of G which is the antiderivative
of g, while subfigure (b) shows the graph
of −G which is obtained by reflecting
the graph of G about the horizontal axis.
Subfigures (c) and (d) depict the graphs
of G(x + ct) and −G(x − ct) which are
obtained by shifting the graphs in (a)
and (b) by ct to the left and to the right.
Subfigure (e) depicts the sum the graphs
in of (c) and (d), which upon scaling by
a factor of 1/(2c) yields the solution of
the initial value problem studied in Sec-
tion 5.8.
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Figure 5.4: Here is an animation con-
structed through the steps outlined in
Figure 5.3.

5.9 Exercises

5.1. Sketch the solution u(x, t) of the initial value problem (5.14) with
g = 0 and

f (x) =





0 x < 0,

1 x ≥ 0.

at t = 0, 1, 2.

5.2. Show the details of the calculation that leads to (5.12b).

5.3. Solve the initial value problem for the wave equation with f (x) =
0 and

g(x) =





0 x < 0,

1 x > 0.

5.4. We have seen that the initial condition

u(x, 0) = f (x), ut(x, 0) = 0,

gives rise to two waves 1
2 f (x − ct) and 1

2 f (x + ct) propagating to the
left and to the right. Given the initial displacement u(x, 0) = f (x),
what should you choose for the initial velocity ut(x, 0) so that to obtain
only a right-traveling wave?

5.5. An inextensible chain of uniform linear density ρ and length L is
suspended from a fixed point and moves within a vertical plane. Let
u(x, t) be the chain’s transverse displacement away from the vertical
equilibrium, at the location x and time t. Find the PDE that describes
the chain’s motion.
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Hint: You will find it convenient to set up the x coordinate axis point-
ing up, with the origin at the chain’s lowest point.

5.6. Find the solution of the initial value problem

utt = c2uxx, u(x, 0) = 2e−x2
, ut(x, 0) = 0.

Sketch the solution u(x, t) at t = 0, 1, 2, 3, taking c = 1.

5.7. Find the solution of the initial value problem

utt = c2uxx, u(x, 0) = 0, ut(x, 0) = 1/(1 + x2).

5.8. Find the solution of the initial value problem

utt = c2uxx, u(x, 0) = 0, ut(x, 0) = cos x,

and simplify the answer. What does the solution look like?



6
Reflection and transmission of waves

This chapter introduces various scenarios where waves along a taut
string/rope interact with objects placed in their way.

6.1 Semi-infinite rope with fixed end

A taut rope stretches over 0 ≤ x < ∞. The end at x = 0 is tied to
a fixed (immobile) support. A displacement blip, u(x, t) = f (ct + x),
propagates down the x axis from +∞ toward x = 0 as in the animation
below. How does the blip interact with the support?

Here is an intuitively appealing way of constructing the solution to
that problem. Imagine that we extend the semi-infinite rope with an
identical twin that covers the negative x axis. Splice the two pieces at
the origin and remove the immobility constraint there. Now the blip
f (ct + x) will happily sail past x = 0, displacing the point at x = 0 as
it goes through; see the animation in Figure 6.1(a).

What happens if we simultaneously launch a second blip, − f (ct −
x), which is the inverted mirror image of the original blip about the
origin? As the second blip travels to the right, it will arrive at and
continue past the origin toward +∞. As it goes through the origin, it
will also displace the point at x = 0; see the animation in Figure 6.1(b).

Under the superposition of the two blips, the rope at x = 0 will
not move at all since the two blips attempt to move it in opposite
directions. Another way of seeing this is to observe that the rope’s
displacement at any x and t is

u(x, t) = f (ct + x)− f (ct − x), (6.1)

and therefore u(0, t) = f (ct)− f (ct) = 0 for all t; see the animation in
Figure 6.1(c).
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Figure 6.1: (a) The rope is extended
to the negative x axis and the immo-
bility constraint at x = 0 is removed.
The left-moving blip f (ct + x) propa-
gates through x = 0 and displaces it in
the process.

(b) The right-moving “image” blip
f (ct − x) also moves through x = 0
unimpeded and displaces it in the pro-
cess.

(c) The superposition of the right-
and left-moving blips cancel each other
at x = 0, so that point does not move
despite there being no constraints on it.

(d) The rope’s motion on the x < 0
side is the desired solution. The outcome
is that the incoming blip is reflected
and inverted upon interacting with the
boundary.

The function u(x, t) defined above describes the motion of the rope
over the entire x axis. If you cover up the negative x axis with your
hand in the animation Figure 6.1(c), what remains is the motion of
the rope on the positive x axis.1 That’s shown in the animation Fig- 1 Obviuously your hand does not affect

the animation!ure 6.1(d).
We conclude that the motion of the semi-infinite rope on the positive

x axis is obtained by limiting the range of x in (6.1) to x ≥ 0, as in

u(x, t) = f (ct + x)− f (ct − x), 0 ≤ x < ∞, t ≥ 0. (6.2)

The trick of adding an imaginary extension to a PDE’s domain and
adding suitable data there to build the desired boundary condition is
known as the method of images. We will see other instances of method
of images later in this chapter.

6.2 The vibration of a guitar string

A taut guitar string extends over the interval 0 < x < a. When we
pluck the string, we give it some initial displacement f (x) and let it
go. We wish to determine the string’s subsequent motion.

The string’s displacement, u(x, t), is the solution to the following
initial boundary value problem

utt = c2uxx 0 < x < a, t > 0, (6.3a)

u(x, 0) = f (x) 0 < x < a, (6.3b)

ut(x, 0) = 0 0 < x < a, (6.3c)

u(0, t) = u(a, t) = 0 t > 0. (6.3d)

We may obtain an explicit solution to that problem through a some-
what more sophisticated use of the method of images.
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Imagine that we extend the guitar’s string to the entire real line
−∞ < x < ∞, and give it an initial displacement as follows. First
extend the initial displacement f (x) to the interval −a < x < a as an
odd function:

fodd(x) =




− f (−x) −a < x < 0,

f (x) 0 < x < a,

as in Figure 6.2. Next, we extend fodd as a (2a)-periodic function fper

to the entire real line as seen in Figure 6.3. It is evident from a quick
inspection of that figure that fper is an odd function about x = 0 and
also an odd function about x = a, that is,

fper(−x) = − fper(x), fper(a − x) = − fper(a + x) for all x.
(6.4)

x

f (x)

0 a

x

fodd(x)

0 a−a

Figure 6.2: The initial displacement f is
extended as an odd function from the in-
terval (0, a) to the interval (−a, a). Here
we have taken f as a piecewise linear
function for the sake of illustration. The
argument that leads to the construction
of the solution u(x, t) holds for any choice
of f as long as f (0) = f (a) = 0.

x−3a −2a 2a 3a−a 0 a

odd about x = 0

odd about x = a
fper(x)

Figure 6.3: The (2a)-periodic extension
fper of the initial displacement f is an
odd function about x = 0 as well as
about x = a.

Now let us set

u(x, t) =
1
2

[
fper(x − ct) + fper(x + ct)

]
, −∞ < x < ∞, t > 0.

(6.5)
This certainly satisfies the wave equation (6.3a) over the entire real line,
and in particular in the interval 0 < x < a. Let us verify that u satisfies
the remaining equations in (6.3). We have

u(x, 0) =
1
2

[
fper(x) + fper(x)

]
= fper(x).

But since fper and f coincide on the interval 0 < x < a, we see that
u(x, 0) = f (x) on that interval, and therefore (6.3b) holds. As to (6.3c),
we calculate

ut(x, t) =
1
2

[
−c f ′per(x − ct) + c f ′per(x + ct)

]
,

where f ′per is the derivative of fper. Thus, we have

ut(x, 0) =
1
2

[
−c f ′per(x) + c f ′per(x)

]
= 0 for all x,

and therefore (6.3c) holds.
Let us also observe that

u(0, t) =
1
2

[
fper(−ct) + fper(ct)

]
,

u(a, t) =
1
2

[
fper(a − ct) + fper(a + ct)

]
,
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each of which is zero due to the oddness properties (6.4) of fper, and
therefore the equations (6.3d) hold.

We conclude that u(x, t) defined in (6.5) is the solution of the initial
boundary value problem (6.3). The animation in Figure 6.4 shows what
that solution looks like, and that’s what a real guitar string would
do if it were not for dissipation of energy due to air resistance and
transmission of energy through the soundboard.

Figure 6.4: A plucked guitar string
would move this way forever if it were
not for dissipation of energy due to air
resistance and transmission of energy
through the soundboard.

6.3 The vibration of a piano string

A typical piano has 88 sets of wires/strings of varying lengths and
weights that generate musical tones when struck by a hammer ac-
tivated by the player pressing a key. Thus, a distinctive difference
between how guitar and piano strings produce sound is that one is
plucked while the other is struck.2 That distinction is reflected in the 2 For that reason, a piano is commonly

classified as a percussion instrument.mathematical models of the strings’ motions and the resulting solu-
tions.

A good model for the motion u(x, t) of a piano string stretching
over the interval 0 < x < a is

utt = c2uxx 0 < x < a, t > 0, (6.6a)

u(x, 0) = 0 0 < x < a, (6.6b)

ut(x, 0) = g(x) 0 < x < a, (6.6c)

u(0, t) = u(a, t) = 0 t > 0, (6.6d)

indicating that the string’s motion starts out with zero displacement
(u(x, 0) = 0) but with a velocity ut(x, 0) = g(x) imparted to it by the
hammer.

Toward solving this initial boundary value problem, and motivated
by d’Alembert’s solution of the wave equation, we introduce the an-
tiderivative of g,

G(x) =
∫ x

0
g(ξ) dξ, 0 < x < a,

and extend G as an even function to the interval −a < x < a

Geven =





G(−x) −a < x < 0,

G(x) 0 < x < a.
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Then, we further extend Geven as a (2a)-periodic function Gper to the
entire real line. We leave it to an exercise to show that

u(x, t) =
1
2c

[
Gper(x + ct)− Gper(x − ct)

]
, −∞ < x < ∞, t > 0

(6.7)
is the solution of the initial boundary value problem (6.6).

x

g(x)
v

a
4

a
3

0 a

x

G(x)
av
12

a
4

a
3

0 a

x

Geven(x)
av
12

a
4

a
3

0 a−a

Figure 6.5: The initial velocity g(x) is in-
tegrated to produce G(x), and then is ex-
tended as an even function Geven(x) to
the interval (−a, a).

To illustrate, let’s take

g(x) =





v if a
4 < x < a

3 ,

0 otherwise.

Then

G(x) =





0 if 0 < x < a
4 ,

v
(

x − a
4
) a

4 < x < a
3 ,

av
12

a
3 < x < a.

Figure 6.5 depicts the functions g(x), G(x), and the even extension
Geven(x). Figure 6.6 shows the resulting animation. Note how different
the motion is from that of a guitar string.

Figure 6.6: A struck piano string would
move this way forever if it were not
for dissipation of energy due to air
resistance and transmission of energy
through the soundboard.

6.4 A two-piece rope

A taut rope stretching over −∞ < x < ∞ is made by splicing two
ropes of linear densities ρ1 in the right half (x > 0) and ρ2 in the left
half (x < 0). A displacement blip originates on the positive x axis,
travels toward the origin, reaches the splicing point x = 0, and goes
beyond. We wish to find the rope’s equation of motion.

Figure 6.7: The rope’s linear density is ρ1
on x > 0 and ρ2 on x < 0 corresponding
to the respective wave speeds c1 and c2.
The incoming blip is partially reflected
at x = 0. Parameters for this animation
are c1 = 1, c2 = 2. The heavier half of
the rope is drawn in a thicker line. Note
how the wave travels faster in the thinner
part.If T is the magnitude of the tension in the rope, then the wave

velocities in the right and left halves are c1 =
√

T/ρ1 and c2 =
√

T/ρ2,
respectively. Observe that signals propagate slower in the heavier part.

Consider the incident blip f (c1t + x) where the support of f is con-
tained entirely in the x > 0 segment. When the blip reaches the ori-
gin, if gives rise to a right-traveling reflected wave g(c1t − x) and a left-
traveling transmitted wave h(c2t + x). Thus, the motion of the rope is
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expressed as

u(x, t) =





f (c1t + x) + g(c1t − x) x ≥ 0,

h(c2t + x) x < 0,
(6.8)

where f is given and g and h are to be determined.3 3 The incident, reflected, and trans-
mitted waves may be expressed in the
equivalent and more familiar forms
f (x + ct), g(x − ct) and h(x + ct. At
the interface at x = 0 these evaluate to
f (ct), g(−ct), and h(ct). The minus sign
in g(−ct) leads to a slightly ugly alge-
bra although that eventually resolves it-
self. Our alternative formulation, with
some help from hindsight, circumvents
that ugliness.

To simplify the notation, let us write uright(x, t) and uleft(x, t) for
u(x, t) in the x > 0 and x < 0 regions, respectively, that is,

uright(x, t) = f (c1t + x) + g(c1t − x) x > 0,

uleft(x, t) = h(c2t + x) x < 0.

The continuity of the rope’s displacement at x = 0 is expressed through
uleft(0, t) = uright(0, t), that is,

f (c1t) + g(c1t) = h(c2t). (6.9a)

Furthermore, the forces exerted by the rope’s two halves on each other
must be equal in size and and opposite in direction.4 But the vertical 4 Otherwise there will be a nonzero re-

sultant force acting at the massless junc-
ture of the two ropes, which will impart
it infinite acceleration by Newton’s law.

component of the rope’s tensile force is Tux(0, t); see (5.4) on page 51.
Therefore, Tuleft

x (0, t) = Turight
x (0, t), that is

f ′(c1t)− g′(c1t) = h′(c2t). (6.9b)

We introduce ξ = c1t and cast the equations (6.9a) and (6.9b) into the
forms

f (ξ) + g(ξ) = h
( c2

c1
ξ
)

,

f ′(ξ)− g′(ξ) = h′
( c2

c1
ξ
)

.

Integrating the second equation with respect to ξ we get f (ξ)− g(ξ) =
c1
c2

h
(

c2
c1

ξ
)
+C, where C is the integration constant. To determine C, we

observe that u(0, 0) = 0 5 and therefore from (6.8) we get f (0)+ g(0) = 5 At t = 0 no signal has arrived at the
origin yet.0 and h(0) = 0. But f (0) = 0 since we have assumed that the support

of f lies in x > 0. In summery, we have f (0) = g(0) = h(0) = 0, which
then implies that C = 0. We conclude that

f (ξ) + g(ξ) = h
( c2

c1
ξ
)

,

f (ξ)− g(ξ) =
c1

c2
h
( c2

c1
ξ
)

.

We solve this as a system of two equations in the two unknowns g(ξ)

and h
(

c2
c1

ξ
)

, and we obtain

g(ξ) =
c2 − c1

c2 + c1
f (ξ), h

( c2

c1
ξ
)
=

2c2

c2 + c1
f (ξ).
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In the second equation we rename c2
c1

ξ to ξ, and finally arrive at

g(ξ) =
c2 − c1

c2 + c1
f (ξ), h(ξ) =

2c2

c2 + c1
f
( c1

c2
ξ
)

.

Substituting these into (6.8) we obtain the rope’s equation of motion:

u(x, t) =





f (c1t + x) +
c2 − c1

c2 + c1
f (c1t − x) x ≥ 0,

2c2

c2 + c1
f
( c1

c2
(c2t + x)

)
x < 0.

(6.10)

The ratio c2−c1
c2+c1

of the relative amplitudes of the reflected versus
incident waves is called the interface’s reflection coefficient or impedance.
The ratio 2c2

c2+c1
of the relative amplitudes of the transmitted versus

incident waves is called the interface’s transmission coefficient. Note that
when c1 = c2 the impedance is zero and there is no reflected wave.

6.5 Bead on a rope

A bead of mass m is affixed at x = 0 to a taut rope that stretches over
−∞ < x < ∞. A blip in the rope originates in the x > 0 region and
travels down the x axis, eventually reaching x = 0 and going beyond.
The animation in Figure 6.8 shows the string’s motion, produced based
on the equation of motion which we are going to derive.

Figure 6.8: The rope stretches over
−∞ < x < ∞. A bead (a point mass,
the red dot) is affixed to the rope and
moves up and down with it. The in-
coming blip is partially reflected when it
interacts with the bead. Parameters for
this animation are: tension in the rope
T = 1; wave speed in the rope c = 1;
mass of the bead m = 1.

Let f (ct + x) represent the rope’s transverse (that is, up and down)
motion due to the incoming blip that originates somewhere in the x >

0 region and travels leftward. When the blip reaches x = 0, it sets the
bead into motion. We write U(t) be the bead’s transverse displacement
at time t. The interaction of the blip with the bead results in a reflected
wave g(ct − x) that propagates to the right (that is, from x = 0 toward
x = +∞), and a transmitted wave h(ct + x) that propagates to the left
(that is, from x = 0 toward x = −∞). 6 Then the rope’s transverse 6 The marginal note 3 on page 68 applies

equally well to the current setting.displacement u(x, t) at any location x and at any time t is

u(x, t) =





f (ct + x) + g(ct − x) x > 0,

U(t) x = 0,

h(ct + x) x < 0.

(6.11)

The function f is given. The functions U, g and h are to be determined.
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To simplify the notation, let us write uright(x, t) and uleft(x, t) for
u(x, t) in the x > 0 and x < 0 regions, respectively, that is,

uright(x, t) = f (ct + x) + g(ct − x) x > 0, (6.12a)

uleft(x, t) = h(ct + x) x < 0. (6.12b)

The continuity of the rope’s displacement at x = 0 is expressed through

U(t) = uleft(0, t) = uright(0, t),

that is,
U(t) = h(ct) = f (ct) + g(ct). (6.13)

For future reference, let’s calculate the time derivative of the above

U′(t) = ch′(ct) = c f ′(ct) + cg′(ct),

and then isolate h′ and g′:

h′(ct) =
1
c

U′(t), g′(ct) =
1
c

U′(t)− f ′(ct). (6.14)

Let T be tension in the rope. The vertical component of the force
exerted on the bead by the right-half of the rope is Turight

x (0, t); see (5.4)
on page 51. Similarly, the vertical component of the force exerted on
the bead by the left-half of the rope is −Tuleft

x (0, t). The bead’s motion
obeys Newton’s law:

mU′′(t) = Turight
x (0, t)− Tuleft

x (0, t). (6.15)

But from equations (6.12) we have

uright
x (x, t) = f ′(ct + x)− g′(ct − x), uleft

x (x, t) = h′(ct + x),

which at x = 0 yields

uright
x (0, t) = f ′(ct)− g′(ct), uleft

x (0, t) = h′(ct),

and thus (6.15) takes the form

mU′′(t) = T
[(

f ′(ct)− g′(ct)
)
− h′(ct)

]
. (6.16)

We substitute for h′(ct) and g′(ct) from (6.14), simplify the result, and
arrive at

U′′(t) +
2T
mc

U′(t) =
2T
m

f ′(ct). (6.17)

Integrating on both sides from 0 to t we get

[
U′(t)− U′(0)

]
+

2T
mc

[
U(t)− U(0)

]
=

2T
mc

[
f (ct)− f (0)

]
.
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Since at time t = 0 the incoming blip is away from the origin, we
have U(0) = 0, U′(0) = 0, and f (0) = 0, and therefore the equation
simplifies to

U′(t) +
2T
mc

U(t) =
2T
mc

f (ct). (6.18)

We multiply through by the integrating factor e
2T
mc t

d
dt

(
e

2T
mc tU(t)

)
=

2T
mc

e
2T
mc t f (ct)

and integrate. Accounting for U(0) = 0 we arrive at

e
2T
mc tU(t) =

2T
mc

∫ t

0
e

2T
mc τ f (cτ) dτ.

The integral may be simplified by changing the variable of integration
from τ to ξ = cτ, whereby

e
2T
mc tU(t) =

2T
mc2

∫ ct

0
e

2T
mc2 ξ f (ξ) dξ,

and finally

U(t) =
2T
mc2

∫ ct

0
e−

2T
mc ((t− 1

c ξ) f (ξ) dξ.

Having thus determined the motion U(t) of the bead, the pro-
files g and h of the reflected and transmitted waves can be calculated
from (6.13) through the change of variable ξ = ct:

h(ξ) = U
(1

c
ξ
)

, g(ξ) = U
(1

c
ξ
)
− f (ξ).

Remark 6.1. The term 2T
mc U′(t) in (6.17) is akin to the damping term

by′(t) in the familiar mass-damper-spring model my′′(t) + by′(t) +
ky(t) = 0. The bead’s damped motion is quite evident in the animation
in Figure 6.8 as we see that it quickly settles down to its equilibrium
position after the blip passes over it. However, unlike damping in
the mass-damper-spring model which dissipates mechanical energy,
the damping here does not dissipate energy—the mechanical energy is
conserved in the overall rope+bead system. The bead settles down
because its energy is radiated away to x = ±∞.

6.6 Energy considerations

Solutions of the wave equation are conservative, that is, they don’t lose
energy and fade out as the travel along. There is no dissipation of
energy. We wish to quantify that statement.

For the sake of generality, let’s allow for nonuniform string density
ρ(x) and therefore look at the (5.1) variant of the wave equation, which
we duplicate here for ease of reference:

ρ(x)utt = Tuxx, (6.19)
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and for the sake of concreteness, let us focus in the case where the
spatial domain is the entire real line −∞ < x < ∞. 7 Displacements 7 You will address solutions over finite

intervals in the exercises.under the wave equation propagate at finite speed. Therefore, if the
strings starts out at rest, any disturbance initiated away from infinity
will remain bounded away from infinity at all times. Thus, we take
u(x, t) to be zero outside of a (generally growing) interval a(t) < x <

b(t) at any time t.
The expression for the string’s energy is obtained as follows. We

multiply the wave equation (6.19) by ut

ρuttut = Tuxxut

=
(
Tuxut

)
x − Tuxtux,

and then rearrange into

∂

∂t

[1
2

ρu2
t +

1
2

Tu2
x

]
=

(
Tuxut

)
x.

Integrating over −∞ < x < ∞ we get

d
dt

∫ ∞

−∞

[1
2

ρu2
t +

1
2

Tu2
x

]
dx =

∫ ∞

−∞

(
Tuxut

)
x dx = lim

ξ→∞

∫ ξ

−ξ

(
Tuxut

)
x dx

= lim
ξ→∞

[
Tuxut

∣∣∣
x=ξ

− Tuxut

∣∣∣
x=−ξ

]
.

The right-hand side is zero because u is zero near ±∞. We conclude
that

d
dt

∫ ∞

−∞

[1
2

ρu2
t +

1
2

Tu2
x

]
dx = 0,

and therefore the quantity E defined as

E =
∫ ∞

−∞

[1
2

ρu2
t +

1
2

Tu2
x

]
dx

remains constant at all times. E is called the string’s mechanical energy.8 8 The 1
2 ρu2

t accounts for the kinetic energy
while the part 1

2 Tu2
x accounts for the po-

tential energy.
Referring to the solution (6.10) of the two-piece rope of Section 6.4,

you may verify that the energies associated with the incident, reflected,
and transmitted waves are

Eincident = T
∫ ∞

0
f ′(ξ)2 dξ, (6.20a)

Ereflected = T
( c2 − c1

c2 + c1

)2 ∫ ∞

0
f ′(ξ)2 dξ, (6.20b)

Etransmitted =
4Tc1c2

(c2 + c1)2

∫ 0

−∞
f ′(ξ)2 dξ. (6.20c)

It follows that the fractions of the reflected and transmitted energies
are

fraction reflected =
( c2 − c1

c2 + c1

)2
,

fraction transmitted =
4c1c2

(c2 + c1)2 .
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Observe that the two fractions add up to 1, confirming the conserva-
tion of energy even in this case of non-constant density.

6.7 Exercises

6.1. Show that (6.7) is the solution of the initial boundary value prob-
lem (6.6).

6.2. Show that the motion of a plucked guitar string is periodic in time,
and find the period.

6.3. Show that the motion of a struck piano string is periodic, and find
the period.

6.4. Consider a taut homogeneous rope stretched over 0 < x < ∞ and
initially at rest. Starting at time t = 0 we apply the transverse motion
u(0, t) = A sin ωt to the rope’s endpoint at x = 0, where A and ω are
constants. Find the rope’s displacement u(x, t) at all x > 0 and t > 0.

6.5. Repeat the previous exercise when the motion at the rope’s end-
point is a generic u(0, t) = ϕ(t).

6.6. A taut semi-infinite homogeneous string occupies the interval 0 <

x < ∞ and is terminated at a small ring of negligible mass at x = 0.
The ring can slide frictionlessly up and down a pole perpendicular to
the x axis. A displacement blip, u(x, t) = f (ct + x), propagates down
the x axis from +∞ toward x = 0. Find the string’s motion at all times.
Hint: Applying Newton’s law of motion (mass times acceleration =
applied force) to the motion of the ring in the pole’s direction, we see
that the force applied to the ring has no component perpendicular to
the x axis since the ring’s mass is zero. It follows that the force exerted
by the string on the ring is parallel to the x axis. But according to (5.4),
the magnitude of that force is Tux(0, t). We conclude that ux(0, t) = 0
at all t.

6.7. Find the differential equations of motion of the system described
in the previous problem if the ring has mass m.

6.8. Referring to the previous exercise, determine the motion U(t) of
the ring if the incident wave is f (x + ct), where

f (x) =





0 if 0 < x < a,

1 if x > a.

6.9. Two semi-infinite strings of equal linear densities ρ occupy the
negative and positive x axes. At the origin the strings are hooked to a
small weightless ring that can slide, without friction, up and down a
pole perpendicular to the x axis. Tensions in the right and left strings
are T1 and T2, respectively. A displacement blip, u(x, t) = f (ct + x),
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propagates down the x axis from +∞ toward x = 0. Find the string’s
motion at all times.

6.10. Repeat the previous exercise but assume that the ring has mass m.

6.11. Consider the initial boundary value problem for the wave equa-
tion over the spatial domain a < x < b:

ρutt = Tuxx a < x < b, t > 0,

u(a, t) = 0 t > 0,

u(b, t) = 0 t > 0,

u(x, 0) = f (x) a < x < b,

ut(x, 0) = g(x) a < x < b.

Show that the solution conserves the mechanical energy.

6.12. Verify the energy values given in equations (6.20).



7
The heat equation in 1D

The classical heat equation in one space dimension for the unknown
u(x, t)

∂u
∂t

= k
∂2u
∂x2 ,

along with its many variants, is the prototype of a very large class
of parabolic equations that arise in a plethora of applications such as
conduction of heat, diffusion of chemicals and solutes, dynamics of
populations, analysis of the stock market, and image blurring and de-
blurring.

In this chapter we focus on one elementary and relatively easy-to-
understand application, namely, conduction of heat in solids.

7.1 The physics of heat

The simplest mathematical model of heat conduction involves the con-
cepts of heat, temperature, mass density, specific heat capacity, and
thermal conductivity. We introduce these concepts in the following
subsections, and then put them together to derive the heat equation.
If you are impatient to find out the final result, you may skip to Sec-
tion 7.2 for now, but it is likely that you will need to return here later
in order to understand many of the details.

7.1.1 Heat versus temperature

In common parlance, the words heat and temperature are used only
with fuzzy distinction, if there is any distinction at all. In physics the
two words have specific and totally distinct meanings. To understand
heat conduction, we need to understand what those words mean.

Temperature is a measure of an object’s “hotness”. It is a scalar quan-
tity measured in degrees.1 A hotter object has a higher temperature. 1 The degrees Celsius (◦C) and degrees

Fahrenheit (◦F) are the customary scales
for measuring temperature. Their nu-
merical values are related through F =
5
9 C + 32. The absolute temperature
scales Kelvin (K) and Rankine (R) are
the prevailing temperature units used in
physics and thermodynamics.

The temperature of tap water is less than the temperature of boiling
water, and that in turn is less than the temperature of the flame of
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a lit match. When a hotter and cooler (that is, less hot) objects are
brought together, the hotter object becomes cooler, and the cooler ob-
ject becomes hotter,2 and over time, the temperature of both tend to 2 But sticking a lit match into a cup

of water does not make the flame any
cooler; it just extinguishes it.

converge to a common value.
Temperature is an intensive quantity. That’s a technical term. It

means that if an object is at temperature T, then any subdivision of
that object, regardless of its size, is also at temperature T. Intensive
quantities are not additive; combining two cups of 50◦C water does not
yield 100◦C (boiling) water.

Heat is a measure of the quantity of thermal energy stored in an ob-
ject.3 Adding heat generally raises an object’s temperature. A bathtub 3 Thermal energy is measured in an en-

ergy unit appropriate to the context.
Some such units are the joule, calorie, and
Btu (British thermal unit). For instance,
one Btu is the amount of heat required
to raise the temperature of one pound of
water by one degree Fahrenheit.

of warm water contains a greater amount of heat than what can be
produced by lighting a single match. That’s despite the fact that the
temperature of a match’s flame is much greater than that of the bath-
water. This should make it clear that heat and temperature are quite
distinct concepts.

Heat is an extensive quantity. That’s a technical term. It means that
the heat contents of two objects add up when they are put together.
Thus, half a cup of boiling water contains half the thermal energy of a
full cup of boiling water. Similarly, if you double the amount of water
in your bathtub, you will double the amount charged to your electric
or gas bill for heating it to the same temperature.

7.1.2 The specific heat capacity

Despite their differences, heat and temperature are linked through the
concept of specific heat capacity4 which is a physical property of a given 4 The word “specific” in this context

refers to “that which characterizes the
species”, that is, the type of the material
under the consideration.

material—it is the amount of heat needed to raise the temperature of a unit
mass of that material by one degree.5

5 Thus, referring to the previous
marginal note, we see that the specific
heat capacity of the water is 1 Btu/lb/F.

The specific heat capacity of aluminum is 0.897 J/g/K (joules per
gram per kelvin) while that of water6 is 4.1813 J/g/K. This means that

6 That is the specific heat capacity of wa-
ter at at 25◦C. The specific heat capacity
of a substance generally depends some-
what on the temperature at which it is
measured.

it takes about 5 times more thermal energy to raise the temperature of
water compared to doing the same with aluminum of the same mass.
Think of heating a small piece of aluminum foil by lighting a single
match. Think of doing that to comparable mass of water. Isn’t it harder
to raise the water’s temperature?

Extensive tables of specific heat capacities of a large variety of ma-
terials are widely available both in print and online. Such tables gen-
erally list the specific heat capacity at constant pressure, (notation cp),
and other measures such as specific heat capacity at constant volume
(notation cv), which we will not be concerned with. To simplify our
calculations, we treat cp as a constant, independent of temperature.
Treating temperature-dependent cp will call for solving our equations
numerically, and that will go beyond the scope of this book.
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To conclude this subsection, let us consider the raising of an object’s
temperature from a reference temperature Tref to some other tempera-
ture T. If the mass of the object is m and its specific heat capacity cp is
constant, then the thermal energy E(T) required for the task is

E(T) = mcp(T − Tref). (7.1)

Remark 7.1. What enters the equation of heat conduction is the deriva-
tive of E(T) with respect to time t. If m and cp are independent of
time, as they normally are, then

∂

∂t
E(T) = mcp

∂T
∂t

.

Since Tref goes away after the differentiation, there is no need to worry
about its value.

7.1.3 The mass density

The mass density of an object is a measure of its mass per unit volume.
The density may be constant throughout a material, or it may vary
within it. We write ρ(x) for the density at the point x, or just ρ if it is
constant.

The density may also depend on temperature—objects usually ex-
pand when heated—but the treatment of mathematical models that
account for temperature-dependent density go beyond the scope of
this book.

7.1.4 The thermal conductivity

When you stir food in a hot sauté pan on the stove with a wooden
spoon, the spoon’s handle in your hand gets only mildly warm while
the spoon’s other end is immersed in scorching hot oil. You will have
a hard time doing the same with an all-metal spoon; the spoon’s han-
dle will become too hot to hold. That’s why metal kitchen utensils
generally are equipped with a wooden or rubber grip area.

That difference between a wooden and metal spoon is due to the
differences in their abilities to conduct heat. heat spreads more easily
through metal than wood. They have different thermal conductivities.

To get a good idea of the quantitative characterization of conduc-
tivity, think of a refrigerator in the kitchen. Let’s say the temperature
inside the refrigerator is 34◦F while that in the kitchen is 75◦F. If you
unplug the refrigerator, the temperature inside will gradually rise and
over time will reach the kitchen’s temperature, even though you keep
the refrigerator’s door closed. That shows that there is a constant flow
of heat from the kitchen through the refrigerator’s walls to the inside
of it, and that’s why the refrigerator needs a motor (technically, a heat
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pump) to remove the continuously invading heat in order to keep its
insides cool, even when the door is kept shut.

Let ϕ be the amount of heat that invades the refrigerator through a
unit area of its wall per unit time. That’s the heat flux into the refrigera-
tor.7 Assuming, for simplicity, that the wall is made of a single type of 7 See Chapter 2 for an introduction to the

idea of the flux.material8 the temperature inside the wall drops from Tkitchen = 75◦F
8 That’s almost certainly is not true; a
typical refrigerator wall has a metal
sheet on its outside face, a plastic sheet
in its inside face, and sandwiched be-
tween them is Styrofoam or some other
insulating material.

on the outside face to Tfridge = 34◦F on the inside face. If the thickness
of the wall is D, then the slope of the the temperature curve, that is,
the temperature gradient, is

−
Tkitchen − Tfridge

D
.
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Tkitchen slope = − Tkitchen −Tfridge
D

Tfridge
flux ϕ

thickness D

Figure 7.1: The red line graphs the
temperature as it drops from Tkitchen to
Tfridge through the thickness D of the re-
frigerator’s wall. The temperature gra-

dient is − Tkitchen−Tfridge
D

.

A higher temperature difference Tkitchen − Tfridge results in a higher
heat flux. After all, if Tkitchen and Tfridge are almost the same, there
is no reason for heat to rush into the refrigerator, while with a large
temperature difference, we expect a faster heat transfer. Furthermore,
we postulate that a smaller D (a thinner wall) facilitates the transfer of
heat, and therefore raises the heat flux. These postulates are formal-
ized in what is known as Fourier’s Law of Heat Conduction:

Heat flux through an object is proportional to the temperature gradient.

In the refrigerator setting described above, this amount to saying

ϕ = −K
Tfridge − Tkitchen

D
.

The formula above is good if the temperature varies linearly with
distance, as that depicted in Figure 7.1. If not, then we express the flux
through the local change of temperature, that is, the temperature gra-
dient, which in one space dimension is simply the derivative ∂T/∂x:

ϕ = −K
∂T
∂x

. (7.2)

The coefficient of proportionality, K, is called the wall’s thermal conduc-
tivity. It is a positive value; the negative sign accounts for the fact that
heat flows against the direction of rising temperature.

Remark 7.2. The refrigerator wall example above was chosen on pur-
pose to focus our attention to heat conduction in one spatial dimension.
The temperature in that example depends on one space dimension—
the depth x into the refrigerator wall. But in general, heat conduction
takes place in three dimensions. Consider, for instance, the dough
that’s being baked in an oven into a cake. The oven’s heat penetrates
the cake from all directions—there is no single direction x along which
the dough is heated. In such a case the temperature T is a function of
the location x within the dough, and the temperature gradient is the
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usual three-dimensional gradient vector ∇T. The flux ϕ is also a vec-
tor which accounts for the direction in which the heat flows. Fourier’s
law of heat conduction then is expressed as

ϕ = −K∇T. (7.3)

Remark 7.3. Equation (7.3) says that the flux and temperature gradient
∇T are collinear. If the conditions change so that the gradient points
in a new direction, the flux will adjust itself to point in that direction.
That is a characteristic of isotropic materials, that is, materials that “look
the same” in every direction. Most ordinary materials such as metals,
rubber, Styrofoam, are isotropic for all practical purposes. Laminated
wood (plywood), on the other hand, is not quite isotropic. Depending
on the construction of the laminae, heat can flow more easily across
them than along them. In that case, the vectors ∇T and ϕ are no
longer collinear. The thermal conductivity is no longer a scalar; it is a
second order tensor. (Think of it as a matrix if you are not familiar with
the tensor terminology.) Then we have

ϕ = −K∇T.

In that way, ∇T and ϕ generally point in different directions except
when ∇T is an eigenvector of K. We won’t deal with anisotropic ma-
terials in this book, although most of what we develop here can be
extended to the anisotropic case without great effort.

7.2 The heat equation in 1D

In the animation in the adjacent figure we have a long and slender
metal rod, drawn in light blue, which is initially at zero temperature
and thermally insulated all around. At t = 0 we expose the rod’s left
end to a temperature of 100 degrees. The heat propagates through the
rod, raising the temperature within it, as depicted by the rising dark
green graph. After some time, the rod’s temperature stabilizes to a
uniform 100 degrees throughout, as you would intuitively expect, and
the color changes to red to indicate hot!

Figure 7.2: The rod, drawn in light blue,
is initially insulated all around and is
at zero temperature. We then expose
the left end to a temperature of 100 de-
grees and watch the temperature evolve
within the rod.

The temperature u(x, t) at a point x within the rod and at time t
turns out to be a solution of a PDE, the heat equation, which we shall
now derive by applying the law of conservation of thermal energy. In
subsequent chapters we will learn how to solve that PDE in order to
get our hands on the function u(x, t).

Toward that end we present two different approaches. The first one
is quite short but calls for a thorough grasp of the conservation of mass
equation of Chapter 2. The second one is more detailed but as a result
is longer and repeats much of what was done in Section 2.1.
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7.2.1 The derivation of the heat equation: The quick version

In Section 2.1 we derived the equation (2.3) that relates density ρ and
flux ϕ as a form of enforcing the conservation of mass. Although
the density ρ was presented there as the traditional “mass per unit
volume”, and the flux ϕ as the “mass passing through a unit cross
sectional area per unit time”, a close examination of the argument
reveals that “mass” in those statements is fungible in that it may be
substituted by any quantity that can be measured per unit volume. To
model heat conduction, for instance, we replace “mass” by “thermal
energy” and then (2.3), takes the form

∂

∂t
e(x, t) +

∂

∂x
ϕ(x, t) = 0, (7.4)

where e is the thermal energy per unit volume, and ϕ(x, t) is the flux
of the thermal energy, that is, thermal energy crossing a unit area per
unit time. That is the mathematical statement of the conversation of
thermal energy.

Since the thermal energy content of an object of mass m is given
by (7.1), the thermal energy content of a unit volume is

e(x, t) = ρ(x)cp(x)
(
T(x, t)− Tref(x)

)
, (7.5)

where ρ is the object’s mass per unit volume (that is, the traditional
mass density). We allow for the possibility of the density ρ and the
specific heat capacity cp, and even the reference temperature Tref, to
vary with the position x, but not with time t; see Remark 7.1 in that
regard. Thus, or model applies to inhomogeneous materials, that is,
materials whose physical properties vary from point to point.

Substituting for e from (7.5) and for ϕ from (7.2) into (7.4), we obtain

∂

∂t

(
ρ(x)cp(x)

(
T(x, t)− Tref(x)

))
+

∂

∂x

(
−K(x)

∂

∂x
T(x, t)

)
= 0,

which simplifies to

ρ(x)cp(x)
∂

∂t
T(x, t) =

∂

∂x

(
K(x)

∂

∂x
T(x, t)

)
. (7.6)

This is a general form of the heat equation for an inhomogeneous one-
dimensional medium. In the case of a homogeneous medium, that is,
when ρ, cp, and K, are constants, this simplifies to

∂

∂t
T(x, t) =

K
ρcp

∂2

∂x2 T(x, t).

The combination
k =

K
ρcp

(7.7)
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is called the medium’s thermal diffusivity. In terms of that notation, the
heat equation then takes the classic form

∂T
∂t

= k
∂2T
∂x2 , (7.8)

where T = T(x, t) is the temperature at the point x at time t.

7.2.2 The derivation of the heat equation: The long version

In the previous subsection we adapted the conservation of mass equa-
tion (2.3) to quickly derive the heat equation.

In the current subsection’s approach, instead of appealing to (2.3),
we return to the basics and repeat the argument that led to (2.3) but
in the context of thermal energy rather than mass. While we are at
it, and for the sake of generality, we introduce the additional element
of internal heat generation within the rod. This may be due to an elec-
trical current flowing through the rod, of perhaps due to exothermic
chemical reactions taking place within it.

Thus, as before, consider a thermally insulated rod lying along the x
axis. Let A be the rod’s (constant) cross-sectional area, and let T(x, t)
be the temperature at the point x at time t. The volume of a sliver
of infinitesimal thickness dx of the rod at the location x is A dx, and
therefore the mass of that sliver is ρ(x)A dx, where ρ(x) is the rod’s
mass density at x. According to (7.1), the thermal energy content of
that sliver relative to a reference temperature Tref(x) is

(
ρ(x)A dx

)
cp(x)

(
T(x, t)− Tref(x)

)
.

We conclude that the thermal energy content of an arbitrary segment
a < x < b of the rod is

A
∫ b

a
ρ(x)cp(x)

(
T(x, t)− Tref(x)

)
dx,

and therefore the change of that energy content of that segment be-
tween two arbitrary times t1 and t2 is

A
∫ b

a
ρ(x)cp(x)

(
T(x, t2)− T(x, t1)

)
dx. (7.9)

The reference temperature Tref(x) drops out of that calculation as it
was noted earlier.

The change of the segment’s thermal energy content calculated above
is due to two distinct factors:

Heat flowing in and out of the segment’s endpoints. Let ϕ(x, t) be the heat
flux through the rod at the point x at time t. That’s the thermal en-
ergy that flows per unit cross-sectional area of the rod per unit time.
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In particular, the thermal energy flowing into the rod at the cross-
section x = a per unit time is Aϕ(a, t), and therefore the energy that
flows through that cross-section over the time period t1 < t < t2

would be

A
∫ t2

t1

ϕ(a, t) dt. (7.10a)

For the same reason, the thermal energy flowing out of the rod at
x = b is over the time period t1 < t < t2 is

A
∫ t2

t1

ϕ(b, t) dt. (7.10b)

Heat generated within the rod. Let q(x, t) be the heat generated per unit
mass per unit time within the rod. Then the heat generated per unit
time within the sliver of infinitesimal thickness dx is (ρ(x)A dx)q(x, t).
Therefore the heat generated per unit time through the entire rod at
time t is

A
∫ b

a
ρ(x)q(x, t) dx.

We conclude that the heat generated throughout the rod over the
time period t1 < t < t2 is

A
∫ t2

t1

∫ b

a
ρ(x)q(x, t) dx dt. (7.11)

The principle of conservation of thermal energy implies that the
change of internal thermal energy calculated in (7.9) must exactly bal-
ance the inflow and outflow in (7.10a) and (7.10b), and the heat gener-
ation in (7.11), that is

A
∫ b

a
ρ(x)cp(x)

(
T(x, t2)− T(x, t1)

)
dx

= A
∫ t2

t1

ϕ(a, t) dt − A
∫ t2

t1

ϕ(b, t) dt + A
∫ t2

t1

∫ b

a
ρ(x)q(x, t) dx dt.

(7.12)

That’s the end of the physics. The rest is calculus.
On the left-hand side of (7.12) we replace T(x, t2)− T(x, t1) via the

Fundamental Theorem of Calculus with
∫ t2

t1

∂

∂t
T(x, t) dt.

On the right-hand side of (7.12), we also apply the Fundamental The-
orem of Calculus to replace ϕ(b, t)− ϕ(a, t) with

∫ b

a

∂

∂x
ϕ(x, t) dx.



the heat equation in 1d 83

After those replacements, and dividing through by A, (7.12) takes the
form

∫ b

a

∫ t2

t1

ρ(x)cp(x)
∂

∂t
T(x, t) dt dx

= −
∫ t2

t1

∫ b

a

∂

∂x
ϕ(x, t) dx dt +

∫ t2

t1

∫ b

a
ρ(x)q(x, t) dx dt.

We interchange the order of the integrations on the left-hand side
and then combine the three terms into one:

∫ t2

t1

∫ b

a

[
ρ(x)cp(x)

∂

∂t
T(x, t) +

∂

∂x
ϕ(x, t)− ρ(x)q(x, t)

]
dx dt = 0.

As argued in going from equation (2.2) to (2.3) in Section 2.1 on page 17,
the expression within the square brackets is zero, that is,

ρ(x)cp(x)
∂

∂t
T(x, t) +

∂

∂x
ϕ(x, t)− ρ(x)q(x, t) = 0 for all x and t.

Substituting for the flux ϕ from the Fourier’s Law of heat conduc-
tion (7.2), this changes to

ρ(x)cp(x)
∂

∂t
T(x, t) =

∂

∂x

(
K(x)

∂

∂x
T(x, t)

)
+ ρ(x)q(x, t), (7.13)

which agrees with (7.6) when q(x, t) = 0. In, in particular, the rod is
homogeneous, then this simplifies to

∂T
∂t

= k
∂2T
∂x2 + q, (7.14)

where the thermal diffusivity k is defined in (7.7).

7.3 The initial value problem for the heat equation with a step
function as the initial condition

Here we introduce the idea of a similarity solution and derive the
fundamental solution of the heat equation.

Consider the initial value problem for the heat equation in the un-
known u(x, t):

ut = kuxx − ∞ < x < ∞, t > 0, (7.15a)

u(x, 0) = H(x) − ∞ < x < ∞, (7.15b)

where H is the Heaviside function, which is defined as9 9 The Heaviside function is sometimes
called the unit step function as its graph
looks like a step:

x

H(x)

0

1

The value of the function at x = 0 is gen-
erally inconsequential and is normally
left undefined.

H(x) =





0 x < 0,

1 x > 0,
(7.16)
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and let
U(x, t) = u(αx, βt), (7.17)

for arbitrary nonzero constants α and β. Observe that

U(x, 0) = u(αx, 0) = H(αx) = H(x),

and that

Ut(x, t) = βut(αx, βt), Uxx(x, t) = α2uxx(αx, βt).

Since the function u solves the initial value problem (7.15), the function
U satisfies the initial value problem

Ut(x, t) =
kβ

α2 Uxx(x, t), (7.18a)

U(x, 0) = H(x). (7.18b)

The initial value problems (7.15) and (7.18) will be identical if β = α2,
and therefore their solutions will be identical, that is u(x, t) = U(x, t),
and thus, in view of (7.17)

u(x, t) = u(αx, α2t) for all α. (7.19)

In conclusion, the solution u of the initial value problem (7.15) satisfies
the algebraic identity (7.19) for all x, t, α. In particular, taking α2 = 1

4kt ,
this yields10 10 In the first attempt it’s natural to try

taking α2 = 1
t . That works—and you

are invited to try it too—but then further
down you will need to make a change
variables in order to connect with the
definition of the erf function. The fac-
tor of 4k in the denominator in inserted
here by hindsight in order to avoid the
need for a change of variables later on.

u(x, t) = u
( x√

4kt
,

1
4k

)
,

which shows that u(x, t) depends on x and t only through the ratio
η ≡ x/

√
4kt = 1√

4k
xt−1/2. Therefore, we look for a solution of (7.15)

in the form
u(x, t) = φ(η).

We calculate

ut(x, t) = φ′(η)ηt = − 1

2
√

4k
xt−3/2 φ′(η),

ux(x, t) = φ′(η)ηx =
1√
4k

t−1/2 φ′(η),

uxx(x, t) =
1
4k

t−1 φ′′(η).

Therefore
− 1

2
√

4k
xt−3/2 φ′(η) =

k
4k

t−1 φ′′(η),

which simplifies to
φ′′(η) + 2ηφ′(η) = 0.

We multiply this through by the integrating factor eη2
and arrive at

(
eη2

φ′(η)
)′

= 0,
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and therefore

φ′(η) = c1e−η2
,

where c1 is an arbitrary integration constant. Integrating once more,
we arrive at

φ(η) = c1

∫ η

0
e−s2

ds + c2,

where c2 is another arbitrary constant. Restoring the value of η, we
conclude that

u(x, t) = c1

∫ x/
√

4kt

0
e−s2

ds + c2.

The antiderivative of e−s2
is not expressible in terms of elementary

functions, but as it occurs quite frequently in various areas of prob-
ability and statistics, it is extensively studied under the name of the
Gauss error function or simply the error function, which is defined as

erf(x) =
2√
π

∫ x

0
e−s2

ds. (7.20)

The graph of erf is shown on the right. It is an odd function, that is,
erf(−x) = − erf(x), and it has horizontal asymptotes of ±1 at ±∞.

x

erf(x)
1

−1

0−2 −1 1 2

Figure 7.3: The error function, erf, is odd
and has asymptotes ±1 at ±∞.

The solution u(x, t) calculated above may be expressed in terms of
erf as

u(x, t) = c1 erf
( x√

4kt

)
+ c2

after redefining the constant c1 appropriately. We determine c1 and
c2 by requiring the solution to satisfy limt→0+ u(x, t) = H(x). Toward
that end, fix x at an arbitrary negative value and let t → 0+ in the

equation above. Then x√
4kt

→ −∞, and consequently erf
(

x√
4kt

)
→ −1,

while the left-hand side of the equation tends to zero. We conclude
that

−c1 + c2 = 0.

On the other hand, fixing x at an arbitrary positive value and letting
t → 0+ we get

c1 + c2 = 1.

From the two equations above we see that c1 = c2 = 1/2, and therefore

u(x, t) =
1
2

[
1 + erf

( x√
4kt

)]
. (7.21)

Figure 7.4 shows an animation of this solution.

Remark 7.4. The function u(x, t) obtained in (7.21) is undefined at
t = 0 due to the presence of t in the denominator. The initial con-
dition (7.15b) is satisfied in the sense of the limit t → 0+ for any x < 0
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Figure 7.4: The solution of the initial
value problem (7.15).

and x > 0, as we enforced it in the process of its derivation. We con-
clude that the proper way of expressing the solution of the initial value
problem (7.15) is

u(x, t) =





1
2

[
1 + erf

(
x√
4kt

)]
t > 0,

H(x) t = 0,

where H is the Heaviside function. This, however, is perhaps a bit
overly pedantic; one usually refers to (7.21) as the solution of the ini-
tial value problem (7.15). The limiting behavior at t = 0 is tacitly
understood.

Remark 7.5. This section’s development will work equally well with
the more general initial condition

u(x, 0) = f (x) =





a x < 0,

b x > 0.

with arbitrary constants a and b. The special property of such initial
conditions lies in the observation that f (αx) = f (x) for any nonzero α,
that is, f is invariant under dilation/compression of the x axis.

7.4 The heat kernel

If u is any solution of the heat equation ut = kuxx, then so is ux because

(ux)t = (ut)x = (kuxx)x = k(ux)xx.

In particular, since u(x, t) in (7.21) is a solution to the heat equation,
so is G(x, t) ≡ ux(x, t) which can be shown to be

G(x, t) =
1√

4πkt
e−

x2
4kt . (7.22)

x

G(x, t)

Figure 7.5: The graph of the heat kernel
G(x, t) for some t > 0.

The the solution G(x, t) to the heat equation is called the fundamental
solution of the heat equation or the heat kernel. For any positive t, the
graph of G is a bell-shaped curve as in the sample seen on the right.
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The curve flattens and spreads out as t increases, but the area under
the curve remains a constant 1 for all t:

∫ ∞

−∞
G(x, t) dx =

∫ ∞

−∞
ux(x, t) dx

= lim
ξ→∞

u(ξ, t)− lim
ξ→−∞

u(ξ, t) = 1 − 0 = 1. (7.23)

It is evident from (7.22) that

lim
t→+∞

G(x, t) = 0 for all x.

The behavior of G as t → 0+ is more interesting. We leave it as an
exercise to show that

lim
t→0+

G(x, t) = 0 for all x ̸= 0. (7.24)

Thus, as we go backward in time to t = 0+, the x < 0 and x > 0
halves of the bell-shaped curve in Figure 7.5 are flattened against the x
axis, but since the area under the curve remains 1, the shape becomes
increasingly narrow and tall, and the graph climbs up the vertical axis
toward infinity. So in the limit a rather strange “function” is obtained
which is 0 for all x ̸= 0, it is ∞ at x = 0, and the area under its “graph”
is 1 (!). That strange “function” is called the Dirac delta distribution and
is written as δ:

lim
t→0+

G(x, t) = δ(x). (7.25) Figure 7.6: The graph of the function
G(x, t) becomes narrower and taller as
t → 0+. The area under the graph re-
mains constant

I put “function” and “graph” in quotes since what is described here
is not a function at all. In fact, the G(x, t) does not converge to any
function as t → 0+ in any sense of the word “converge” known in
elementary calculus.11 The following limit, however, does makes an 11 It does converge, however, in a more es-

oteric sense of convergence that is stud-
ied under the topics of generalized func-
tions, distributions, Sobolev spaces, and
functional analysis, which are beyond the
scope of this book. The limit, in that
sense, is usually written as δ(x).

obvious sense:

lim
t→0+

∫ ∞

−∞
G(x, t)v(x) dx = v(0) for any continuous function v.

(7.26)
After all, as t approaches zero, G(x, t) approaches zero everywhere
away from x = 0 (see equation (7.24) and Figure 7.6), so the values of
v at x ̸= 0 do not matter. Near x = 0 the value of v is essentially v(0)
since v is continuous, and the integral of G is 1, hence it’s no surprise
that the limit above is v(0).

If we allow ourselves the liberty of interchanging the limit and inte-
gration in (7.26)—a step whose justification requires an appeal to the
theory of distributions—we get

∫ ∞

−∞

[
lim

t→0+
G(x, t)

]
v(x) dx = v(0),

or, in view of (7.25)
∫ ∞

−∞
δ(x)v(x) dx = v(0) for any continuous function v. (7.27)
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In fact, (7.27) is the precise technical definition of the Dirac delta
distribution—it is a distribution (not a function!) with the property
that when integrated against any continuous function v, yields v(0).
With this notation, the function G(x, t) defined in (7.22) is the solution
to the initial value problem

Gt = kGxx − ∞ < x < ∞, t > 0, (7.28a)

G(x, 0) = δ(x) − ∞ < x < ∞. (7.28b)

The animation in Figure 7.7 shows the evolution of G(x, t), starting
as a Dirac delta distribution at t = 0, and very quickly spreading and
flattening as we move forward in time.

Figure 7.7: The evolution of the heat ker-
nel G(x, t) in time. The initial value, the
Dirac delta distribution, quickly changes
to a bell-shaped curve and then spreads
out and flattens. The area under the
graph is 1 at all times.

Remark 7.6. It is interesting (and probably unexpected) that the so-
lution G of the initial value problem (7.28) is nonzero at all x, and
all t > 0. Consequently, according to our heat conduction model, the
effect of injecting heat at x = 0 affects the entire x axis instantly—heat
spreads at infinite speed! There is no such a thing as a “speed of
propagation” under the heat equation.

7.5 The initial value problem for the heat equation

The solution G(x, t) of the initial value problem (7.28) expresses the
effect of injecting one unit of heat at the location x = 0 in the domain
−∞ < x < ∞. If that heat is injected at some other point, say at
x = s, then the solution G(x, t) merely translates along the x axis to
the location x. That is, the solution of the initial value problem

ut = kwxx − ∞ < x < ∞, t > 0,

u(x, 0) = Aδ(x − s) − ∞ < x < ∞.
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is u(x, t) = AG(x − s, t).
Consider a distributed source of heat which adds f (x) units of heat

per unit length at the time t = 0. Then the heat added in an infinites-
imal interval ds around the point x = s is f (s) ds, which result in the
temperature distribution is G(x − s, t) f (s) ds. Summing the contribu-
tions of f to the entire x axis, we conclude that the solution of the
initial value problem

ut = kuxx − ∞ < x < ∞, t > 0, (7.29a)

u(x, 0) = f (x) − ∞ < x < ∞ (7.29b)

is
u(x, t) =

∫ ∞

−∞
G(x − s, t) f (s) ds.

Inserting the explicit formula for G derived in (7.22), this takes the
form

u(x, t) =
1√

4πkt

∫ ∞

−∞
e−

(x−s)2
4kt f (s) ds. (7.30)

Remark 7.7. A close scrutiny of the solution (7.30) of the initial value
problem (7.29) raises a serious question. Shouldn’t the solution satisfy
the initial condition (7.29b)? Of course it should, but plugging t =

0 into (7.30) results in division by zero due to the presence of t in
denominators (in two different places)! Although it is not immediately
obvious, it turns out, and it can be verified with some care and effort,
that (7.30) does satisfy the initial condition (7.29b) in the sense that
limt→0+ u(x, t) = f (x) provided that f is a continuous function. What
is more, if f has a jump discontinuity at some x = a, then u(a, t)
approaches to the average value of f at the point of discontinuity, that
is:

lim
t→0+

u(x, t) =
1
2

[
f (a−) + f (a+)

]
,

where f (a−) and f (a+) are the limits of f (x) as x approaches the jump
discontinuity from the left and from the right.

7.6 Exercises

7.1. Let u be the solution of the IVP

ut = kuxx − ∞ < x < ∞, t > 0,

u(x, 0) = f (x) − ∞ < x < ∞.

Show that v(x, t) = u(x − a, t) is the solution of the IVP

vt = kvxx − ∞ < x < ∞, t > 0,

v(x, 0) = f (x − a) − ∞ < x < ∞.
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7.2. Consider the solutions u and v of the initial value problems

ut = kuxx vt = kvxx

u(x, 0) = f (x) v(x, 0) = g(x)

where −∞ < x < ∞ and t > 0. Show that w(x, t) = u(x, t) + v(x, t) is
the solution of the IVP

wt = kwxx,

w(x, 0) = f (x) + g(x).

7.3. Let u be the solution of the IVP

ut = kuxx − ∞ < x < ∞, t > 0,

u(x, 0) = f (x) − ∞ < x < ∞.

Show that v(x, t) = u(−x, t) is the solution of the IVP

vt = kvxx − ∞ < x < ∞, t > 0,

v(x, 0) = f (−x) − ∞ < x < ∞.

7.4. Solve the IVP (7.29) with

f (x) =





1 |x| < 1,

0 |x| > 1

Hint: Express f (x) as a linear combination of the shifted Heaviside
functions H(x − 1) and H(x + 1), and then appeal to the conclusions
of the exercises 7.1 and 7.2 in order to connect this exercise to the
solution (7.21).

7.5. The text states that the error function, erf, defined in (7.20) and
graphed in Figure (7.3), has horizontal asymptotes ±1 at ±∞. Verify
that statement by showing that

∫ ∞

−∞
e−x2

dx =
√

π.

Hint: Let I =
∫ ∞
−∞ e−x2

dx and observe that

I2 =

(∫ ∞

−∞
e−x2

dx
)(∫ ∞

−∞
e−y2

dy
)
=

∫ ∞

−∞

∫ ∞

−∞
e−(x2+y2) dx dy.

The double integral on the right-hand side expresses the volume under
the graph of z = e−(x2+y2) over the entire xy plane. Evaluate it by
changing to polar coordinates.

7.6. Verify that (7.22) is indeed the derivative ux of the function u
defined in (7.21).
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7.7. Verify (7.24).

7.8. Show that the solution (7.30) of the initial value problem of the
heat equation may be cast into the equivalent form

u(x, t) =
1√
π

∫ ∞

−∞
e−r2

f
(

x − r
√

4kt
)

dr. (7.31)

This is known as the Poisson integral representation of the solution.

Hint: In (7.30), change the variable of integration from s to r defined
through r = x−s√

4kt
.

7.9. Solve the initial value problem (7.29) with f (x) =





0 x < 0

e−x x > 0
.

Hint: Apply the formula (7.30) and complete the square (with respect
to s) in the exponent.

7.10. Solve the initial value problem (7.29) with f (x) = e−|x|.

7.11. Solve the initial value problem for the heat equation with a heat
source proportional to temperature:

ut = kuxx + hu − ∞ < x < ∞, t > 0,

u(x, 0) = f (x). − ∞ < x < ∞.

Hint: Rearrange the PDE into ut − hu = kuxx, multiply through by
the “integrating factor” e−ht in order to collapse the two terms on the
left-hand side into a single term. Then introduce v(x, t) = e−htu(x, t)
and show that v(x, t) solves the standard heat equation. Apply (7.30)
to find v(x, t), and finally find the expression for u(x, t).

7.12. Solve the initial value problem for the advection-diffusion problem

ut + cux = kuxx − ∞ < x < ∞, t > 0,

u(x, 0) = f (x). − ∞ < x < ∞.

Hint: Inspired by the previous exercise, look for v(x, t) = eαx+βtu(x, t).
Find the PDE satisfied by v, and then pick α and β so that the PDE
reduces to the standard heat equation.

7.13. Solve the initial value problem

ut + cux = kuxx + hu − ∞ < x < ∞, t > 0,

u(x, 0) = f (x) − ∞ < x < ∞.

7.14. Solve the IBVP for heat equation on the x > 0 semi-axis:

ut = kuxx 0 < x < ∞, t > 0,

u(x, 0) = f (x) 0 < x < ∞,

u(0, t) = 0 t > 0

Hint: Method of images.
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7.15. This exercise12 outlines steps needed to solve the following IBVP 12 Taken from page 317 of O’Neil [14].

on the positive x semi-axis:

ut = kuxx 0 < x < ∞, t > 0, (7.32a)

u(x, 0) = 0 0 < x < ∞, (7.32b)

u(0, t) = ϕ(t) t > 0, (7.32c)

where ϕ is prescribed function.

a. Solve the heat equation on the x > 0 semi-axis:

ut = kuxx 0 < x < ∞, t > 0,

u(x, 0) = 0 0 < x < ∞,

u(0, t) = c t > 0,

where c is a constant.

Hint: Letting v = u − c reduces this to a special case of exer-
cise 7.14.

b. Solve the heat equation on the x > 0 semi-axis:

wt = kwxx 0 < x < ∞, t > 0,

w(x, 0) = 0 0 < x < ∞,

w(0, t) = ϕ(τ) t > 0,

for an arbitrary constant τ.

Hint: This part is really no different from the previous part
since w(0, t) = ϕ(τ) is just a constant.

c. Write w = w(x, t, τ) for the solution of the previous part, and
let

u(x, t) =
∫ t

0
wt(x, t, t − τ) dτ.

Show that u is the solution of the IVBP (7.32).



8
An introduction to the Fourier series

8.1 Preliminaries

You must have learned in elementary calculus courses that some func-
tions admit a power series representation as in

f (x) =
∞

∑
n=0

anxn = a0 + a1x + a2x2 + · · · ,

and that the equality holds for all |x| < R (and perhaps also at x = ±R)
where R is called the radius of convergence of the series.

Expanding a function into a sum of powers of x is not the only
possible choice; there are much better choices in applications to PDEs.
An expansion of the form

f (x) = a0 + a1 cos
πx
ℓ

+ b1 sin
πx
ℓ

+ a2 cos
2πx
ℓ

+ b2 sin
2πx
ℓ

+ a3 cos
3πx
ℓ

+ b3 sin
3πx
ℓ

+ · · · , −ℓ ≤ x ≤ ℓ,

or written compactly as

f (x) = a0 +
∞

∑
n=1

an cos
nπx
ℓ

+
∞

∑
n=1

bn sin
nπx
ℓ

, −ℓ ≤ x ≤ ℓ, (8.1)

was brought to prominence by Jean-Baptiste Joseph Fourier in his 1822

book Théorie analytique de la chaleur [7] although there had been hints of
such a possibility within mathematical circles earlier. The series (8.1)
is now known as the Fourier trigonometric series.

Fourier neither proved the convergence of the series, nor explored
conditions necessary for its convergence. The first rigorous statement
in those regards came in the 1829 Mémoir of his student, Gustav Peter
Lejeune Dirichlet [6]. That helped to remove some of the early skepti-
cism surrounding the validity and applicability of Fourier’s approach,
established it as a legitimate and respectable part of mathematics, and
spurred active research in the area, leading to the works of Jacques
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Charles François Sturm [18, 19] and his collaboration with Joseph Li-
ouville [20] which lead to a comprehensive generalization of Fourier’s
ideas into what has now become known as the Sturm–Liouville theory.

In this chapter we introduce the Sturm–Liouville theory, and extract
Fourier’s theory from it as a special case. We will see applications of
these ideas to PDEs in subsequent chapters.

8.2 The vector space Rn

It may come as a surprise that there is a close analogy between the
geometric properties of the vector space Rn and a set of functions such
as

{
sin nπx

ℓ

}∞
n=1 that form a part of the Fourier series (8.1). It this

section we set out to review some of the basic properties of Rn. In the
next section we will show how those properties carry over to sets of
functions.

8.2.1 The dot product and the norm in Rn

In elementary linear algebra we learn about the geometry of the space
Rn, including the norm ∥x∥ and the dot product x · y of vectors x and
y in Rn:

x · y =
n

∑
i=1

xiyi, ∥x∥2 = x · x =
n

∑
i=1

x2
i , x , y ∈ Rn. (8.2)

The vectors x and y are said to be orthogonal if x · y = 0. A set of n
nonzero vectors {e1, e1, . . . , en} is said to be an orthogonal basis in Rn

if its vectors are pairwise orthogonal. Any vector v ∈ Rn may be
expressed as a linear combination of that basis, as in

v =
n

∑
i=1

ciei. (8.3)

To determine the coefficients ci of that linear combination, we form the
dot product of the expression above with ej for some j in 1, 2, . . . , n. We
get

v · ej =
n

∑
n=1

ciei · ej.

Due to the orthogonality of the basis, every term in that summation is
zero for except for when i = j. Thus, as the summation index i runs
form 1 to n, only the jth term survives, and leaves us with

v · ej = cjej · ej = cj∥ej∥2,

whence cj =
1

∥ej∥2 v · ej for j = 1, 2, . . . , n. The name j of the index is

immaterial, so we rename it to i and arrive at

ci =
1

∥ei∥2 v · ei, j = 1, 2, . . . , n. (8.4)
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In summary, when a vector v is expressed as a linear combination
of an orthogonal basis as in (8.3), the coefficients of that linear combi-
nation may be calculated from (8.4).

8.2.2 A basic inequality

There exists a very basic, and very important, relationship between the
dot product x · y and norms of vectors in Rn, namely

|x · y| ≤ ∥x∥∥y∥ for all x, y ∈ Rn, (8.5)

where |x · y| is the absolute value of x · y.
To see why that’s true, observe that ∥αx + y∥2 ≥ 0 for all scalar

multipliers α. Then expand

0 ≤ ∥αx + y∥2 = (αx + y) · (αx + y) = α2∥x∥2 + 2αx · y + ∥y∥2.

For fixed x and y, the right-hand side is a quadratic function of α. The
left-hand side says that the quadratic function is never negative and
therefore it cannot have two real roots. Equivalently, the discriminant
of the quadratic cannot be positive, that is

(
2x · y

)2 − 4∥x∥2∥y∥2 ≤ 0,

which proves (8.5).

Remark 8.1. The inequality (8.5) is consistent with the customary geo-
metric definition of the dot product

x · y = ∥x∥∥y∥ cos θ,

where θ is the angle between the vectors x and y viewed as oriented
line segments, because | cos θ| ≤ 1 for all θ.

8.3 The function space L2(a, b)

The simple geometric structure of Rn outlined in the previous section
carries over essentially with no change to space of function defined
over some interval (a, b). It is the goal of this section to flesh out that
vague statement.

8.3.1 The inner product and the norm L2(a, b)

With any two functions f and g defined over some interval (a, b), the
integral

∫ b
a f (x)g(x) dx may be approximated as a Riemann sum by

splitting the interval (a, b) into n subintervals of lengths h = (b− a)/n,
and picking xi, i = 1, 2, . . . , n in those subintervals:

∫ b

a
f (x)g(x) dx ≈ h

n

∑
i=1

f (xi)g(xi).
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The right-hand side is reminiscent of the dot product of vectors x and
y in Rn, see (8.2), and consequently many properties of the dot prod-
ucts of vectors, and their associated geometry, carry over to the set
of functions defined over the interval (a, b) where the inner product∫ b

a f (x)g(x) dx takes on the rôle of the dot product x · y. The custom-
ary notation for the inner product of f and g is ( f , g): 1 1 Depending on the discipline and con-

text, the notations ⟨ f , g⟩ and ⟨ f | g⟩ are
also used for the inner product.

( f , g) =
∫ b

a
f (x)g(x) dx. (8.6)

In analogy with the definition of the norm ∥x∥ of a vector in (8.2), we
define the norm ∥ f ∥ of the function f through

∥ f ∥2 = ( f , f ) =
∫ b

a

∣∣ f (x)
∣∣2 dx. (8.7)

Example 8.1. (a) The norm of the function f (x) = x defined over (0, 1)
is 1/

√
3 because

∥ f ∥2 =
∫ 1

0
x2 dx =

1
3

.

(b) The norm of the function f (x) = 1/x1/3 over the (0, 1) is
√

3:

∥ f ∥2 =
∫ 1

0

1
x2/3 dx =

∫ 1

0
x−2/3 dx = 3.

(c) The norm of the function f (x) = 1/x over the interval (0, 1) is
infinity:

∥ f ∥2 =
∫ 1

0

1
x2 dx = − 1

x

∣∣∣∣
1

0
= ∞.

Definition 8.1. A function defined over the interval (a, b) which has a
finite norm is said to be square-integrable. We write L2(a, b) for the set
of all square integrable-functions2 defined over the interval (a, b). 2 Technical note: The functions that

constitute the space L2(a, b) consist of
measurable functions that are square-
integrable in the sense of Lebesgue. You
will learn more on this subject in courses
on measure theory and functional analy-
sis, but for the purposes of this textbook
you may safely regard all functions and
integrals in the same sense that were in-
troduced to you in your calculus courses.

It can be shown (see the Exercises section) that L2(a, b) is a linear
space in the sense that if f and g are in L2(a, b), then so is the lin-
ear combination α f + βg, for all constants α and β. The linear space
L2(a, b) equipped with the inner product (8.6) is said to be a Hilbert
space. Due to the parallels with the dot product and norm of Rn, there
is a great deal of similarity between the linear spaces L2(a, b) and Rn.
In particular in analogy with x · y = 0 indicating the orthogonality of
the vectors x and y, the functions f and g are said to be orthogonal in
L2(a, b) if their inner product is zero:

( f , g) =
∫ b

a
f (x)g(x) dx = 0 ⇐⇒ f and g are orthogonal.

Example 8.2. (a) The functions f (x) = x and g(x) = 2x2 − 1 are or-
thogonal in L2(0, 1):

( f , g) =
∫ 1

0
x(2x2 − 1) dx =

(1
2

x4 − 1
2

x2
)∣∣∣∣

1

0
= 0.
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(b) The functions f (x) = sin x and g(x) = cos x are orthogonal in
L2[0, π]:

( f , g) =
∫ π

0
sin x cos x dx =

1
2

∫ π

0
sin 2x dx =

1
4
(
− cos 2x

)∣∣∣∣
π

0
= 0.

Example 8.3. Fix an ℓ > 0 and consider the family of functions ϕn(x) =
sin nπx

ℓ , n = 1, 2, . . . in L2(0, ℓ). Let us show that all functions in this
family are mutually orthogonal. Specifically, for all integers m and n
we have:

(ϕm, ϕn) =





0 if m ̸= n,
1
2 ℓ if m = n.

(8.8)

Solution: Let’s consider the m = n case. We have

(ϕn, ϕn) =
∫ ℓ

0
sin2 nπx

ℓ
dx

=
1
2

∫ ℓ

0

[
1 − cos

2nπx
ℓ

]
dx

=
1
2

[
x − ℓ

2nπ
sin

2nπx
ℓ

] ∣∣∣∣
ℓ

0
=

ℓ

2
.

Now consider the m ̸= n case:

(ϕm, ϕn) =
∫ ℓ

0
sin

mπx
ℓ

sin
nπx
ℓ

dx

=
1
2

∫ ℓ

0

[
cos

(m − n)πx
ℓ

− cos
(m + n)πx

ℓ

]
dx

=
1
2

[
ℓ

(m − n)π
sin

(m − n)πx
ℓ

− ℓ

(m + n)π
sin

(m + n)πx
ℓ

] ∣∣∣∣
ℓ

0

=
1
2

[
ℓ

(m − n)π
sin

[
(m − n)π

]
− ℓ

(m + n)π
sin

[
(m + n)π

]]
= 0.

That is very interesting (and very important!) result. It says that
L2(0, ℓ) can accommodate a set of infinitely many mutually orthogonal
functions {

sin
πx
ℓ

, sin
2πx
ℓ

, sin
3πx
ℓ

, . . . ,
}

. (8.9)

Since a set of mutually orthogonal functions is linearly independent,
it follows that L2(0, ℓ) is infinite dimensional! That’s in stark con-
trast with the finite dimensional Rn that motivated this thread. It is
then natural to ask whether the set of functions (8.9) forms a basis for
L2(0, ℓ). The answer is yes, the set of functions (8.9) is a basis for
L2(0, ℓ) in the sense that any function f ∈ L2(0, ℓ) may be expressed
as an (infinite) linear combination of them:

f (x) =
∞

∑
n=1

bnϕn(x) =
∞

∑
n=1

bn sin
nπx
ℓ

. (8.10)

This representation of f is called its Fourier sine series. We will have
much more to say about this in the following sections.



98 partial differential equations

8.4 Eigenvalue problems for ODEs

We wish to gain a deeper understanding of the Fourier sine series rep-
resentation (8.10) that we briefly encountered in the previous section.
Specifically, where do the basis functions

{
sin nπx

ℓ

}∞
n=1 come from? A

good staring point toward that goal is the analysis of the following
boundary value problem (BVP) for the ODE in the unknown y(x) over
the interval 0 ≤ x ≤ ℓ for some given ℓ:

y′′(x) + λy(x) = 0, 0 < x < ℓ, (8.11a)

y(0) = 0, (8.11b)

y(ℓ) = 0, (8.11c)

where the coefficient λ ∈ R is some constant. It is evident that the
identically zero function, y(x) ≡ 0, is a solution. But that’s nothing
deep or interesting, so it is referred to as the trivial solution of the
boundary value problem (8.11). Are there solutions other than the
trivial solution? It turns out that yes, there do exist nontrivial solutions,
but only for special values of λ. That is an absolutely crucial point,
and therefore we set out to demonstrate it immediately.

In search of nontrivial solutions of the BVP (8.11), we fork the anal-
ysis into three branches, corresponding to the possibilities of λ being
negative, zero, or positive.

Case 1: λ < 0. To enforce the negativity of λ, take λ = −γ2, where
γ > 0. Then the differential equation (8.11a) takes the form y′′(x)−
γ2y(x) = 0 whose general solution is3

3 In your ordinary differential equations
course you must have learned that the
general solution of the ODE y′′ − γ2y =
0 is y(x) = aeγx + be−γx , which is also
correct. But since a and b are arbitrary,
we may replace them with (a+ b)/2 and
(a − b)/2, and obtain

y(x) =
a + b

2
eγx +

a − b
2

e−γx

= a
eγx + e−γx

2
+ b

eγx − e−γx

2
= a cosh γx + b sin γx.

This alternative form is more suitable in
applications to BVPs. Here is what the
graphs of cosh and sinh look like.

x

y

cosh x

sinh x

1

Important observations: (a) The cosh
function is nowhere zero; (b) cosh(0) =
1; and (c) if sinh x = 0, then x = 0. Be
sure to make a mental note of these facts.
You will need them!

y(x) = a cosh γx + b sinh γx.

Applying the boundary condition (8.11b), leads to a = 0, leaving us
with

y(x) = b sinh γx. (8.12)

Then the boundary condition (8.11c) implies that b sinh γℓ = 0. We
don’t want to take b = 0 because then (8.12) would reduce to the
trivial solution, so we take sinh γℓ = 0 which implies that γℓ = 0
(see the comment at the bottom of the marginal note). But that’s
impossible since both γ and ℓ are positive. Having thus reached a
dead end, we abandon the λ < 0 case.

Case 2: λ = 0. The differential equation (8.11a) takes the form y′′(x) =
0 whose general solution is y(x) = ax + b. Applying the boundary
condition (8.11b) implies that b = 0, and therefore y(x) = ax. Then
the boundary condition (8.11c) implies that aℓ = 0. We are forced
to take a = 0 and thus arrive at the trivial solution again. So we
abandon the λ = 0 case.
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Case 3: λ > 0. To enforce the positivity of λ, take λ = γ2, where γ >

0. Then the differential equation (8.11a) takes the form y′′(x) +
γ2y(x) = 0 whose general solution is

y(x) = a cos γx + b sin γx.

Applying the boundary condition (8.11b), leads to a = 0, leaving us
with

y(x) = b sin γx. (8.13)

Then the boundary condition (8.11c) implies that b sin γℓ = 0. Since
b cannot be zero—otherwise we will have a trivial solution—we are
left with sin γℓ = 0 which is possible if γℓ is any (nonzero) integer
multiple of π. Thus we arrive at infinitely many choices for γ:

γn =
nπ

ℓ
, n = 1, 2, . . . , (8.14)

and since λ = γ2, we have infinitely many choices for λ:

λn =
(nπ

ℓ

)2
, n = 1, 2, . . . . (8.15)

Then (8.13) yields the solution yn(x) = b sin γnx = b sin nπx
ℓ for

each n. The factor b is not essential for our purposes. After all, the
equations in (8.11) are homogeneous, and therefore any nonzero
multiple of a nontrivial solution is also a nontrivial solution. We set
b = 1 to identify one member of the infinite family of solutions for
each n:

yn(x) = sin γnx = sin
nπx
ℓ

, n = 1, 2, . . . . (8.16)

Definition 8.2. Each of the numbers λn, n = 1, 2, . . ., obtained in (8.15)
is called an eigenvalue of the BVP (8.11). The function yn(x) in (8.16) is
called the eigenfunction corresponding to the eigenvalue λn.

Remark 8.2. Note that the eigenfunctions yn are what were introduced
in an ad hoc way as the functions ϕn in Example 8.3 on page 97.

8.5 The orthogonality of the eigenfunctions

For all integers m and n, the eigenfunctions (8.16) of the BVP (8.11)
enjoy the very interesting property that

(ym, yn) =
∫ ℓ

0
ym(x)yn(x) dx

=
∫ ℓ

0
sin γmx sin γnx dx =





0 if m ̸= n,
1
2 ℓ if m = n.

(8.17)



100 partial differential equations

We have already verified this by direct calculation in Example 8.3.
There is, however, a more clever and elegant way of doing that. Here
is how.

The eigenfunctions ym and yn, and the eigenvalues λm and λn, are
are solutions of the BVP (8.11), that is,

y′′m + λmym = 0, ym(0) = 0, ym(ℓ) = 0,

y′′n + λnyn = 0, yn(0) = 0, yn(ℓ) = 0.

We multiply the first ODE by yn

y′′myn + λmymyn = 0,

and then rearrange it into4 4 Note that (y′myn)′ = y′′myn + y′my′n.

(y′myn)
′ − y′my′n + λmymyn = 0.

Similarly, we multiply the second ODE by ym and rearrange it into

(y′nym)
′ − y′ny′m + λnynym = 0.

Then we subtract the two equations obtained above. The middle terms
cancel and we arrive at

(y′myn − y′nym)
′ + (λm − λn)ymyn = 0,

which we then integrate over the interval 0 ≤ x ≤ ℓ:

(
y′m(x)yn(x)− y′n(x)ym(x)

)∣∣∣
ℓ

0
+(λm − λn)

∫ ℓ

0
ym(x)yn(x) dx = 0.

(8.18)

The evaluation
∣∣∣
ℓ

0
yields zero because ym(x) and yn(x) are zero at x = 0

and x = ℓ. That leaves us with

(λm − λn)
∫ ℓ

0
ym(x)yn(x) dx = 0.

If m ̸= n, then λm − λn ̸= 0, and therefore

∫ ℓ

0
ym(x)yn(x) dx = 0,

which confirms the m ̸= n case of (8.17). We handle the m = n case
through direct integration:

(yn, yn) =
∫ ℓ

0
yn(x)2 dx =

∫ ℓ

0
sin2(γnx) dx =

1
2

∫ ℓ

0

[
1− cos(2γnx)

]
dx

=
1
2

[
x − 1

2γn
sin(2γnx)

] ∣∣∣∣
ℓ

0
=

1
2

[
ℓ− 1

2γn
sin(2γnℓ)

]
=

1
2
ℓ.
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8.6 The coefficients of the sine series

Let us return to the Fourier’s idea of expanding an arbitrary function f
into a sine series (8.10). In light of what we learned in the preceding
two sections, that series is actually the expansion of the function f into
a series of the eigenfunctions yn of the BVP (8.11), that is

f (x) =
∞

∑
n=1

bn sin
nπx
ℓ

=
∞

∑
n=1

bnyn(x), (8.19)

where yn is defined in (8.16). The algebra that led from the repre-
sentation (8.3) to the the coefficients in (8.4) in Rn carries over to this
infinite-dimensional setting without change. To find the coefficients
bn, we form the inner product of (8.19) with ym for some integer m:

( f , ym) =
∞

∑
n=1

bn(yn, ym),

and observe that according to (8.17), the inner product (yn, ym) is zero
for all n except for when n = m. Thus, as the summation index n runs
form 1 to infinity, only the mth term survives and that leaves us with

( f , ym) = bm(ym, ym).

Referring to (8.17) again, we see that (ym, ym) = ℓ/2. We conclude,
after renaming m to n, that

bn =
2
ℓ
( f , yn) =

2
ℓ

∫ ℓ

0
f (x) sin γnx dx =

2
ℓ

∫ ℓ

0
f (x) sin

nπx
ℓ

dx. (8.20)

In summary, the coefficients bn of the eigenfunction expansion (8.19)
are given by (8.20).

If you see clearly the logic that takes us from (8.19) to (8.20), then
you have mastered the central idea of the Fourier series theory.

8.7 Examples

Example 8.4. Find the Fourier sine series (8.19) of f (x) = x(1− x) over
the interval 0 ≤ x ≤ 1.

Solution. We have ℓ = 1 and therefore γn = nπ. According to (8.20),
calculating the coefficients bn calls for evaluating the integral5 5 Here we apply Kronecker’s method

(see Appendix 8.9) to evaluate the inte-
gral but you may do it with any other
integration method that you are comfort-
able with.

∫
x(1 − x) sin γnx dx =

(
x(1 − x)

)(
− 1

γn
cos γnx

)

−
(
1 − 2x

)(
− 1

γ2
n

sin γnx
)

+
(
−2

)( 1
γ3

n
cos γnx

)
.
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Evaluating the resulting expression at x = 0 yields − 2
γ3

n
. Evaluating it

at x = 1 yields − sin γn
γ2

n
− 2 cos γn

γ3
n

. Therefore

bn = 2
∫ 1

0
x(1 − x) sin nx dx = 2

[
− sin γn

γ2
n

− 2 cos γn

γ3
n

+
2

γ3
n

]

=
2

γ3
n

[
2 − 2 cos γn − γn sin γn

]
.

Since γn = nπ, we have sin γn = 0 and cos γn = (−1)n. Thus, we
arrive at

bn =
4

π3
1 − (−1)n

n3 ,

and conclude that

x(1 − x) =
4

π3

∞

∑
n=1

1 − (−1)n

n3 sin nπx.

The result simplifies somewhat by noting that 1 − (−1)n is zero when
n is even and is 2 when n is odd:

x(1 − x) =
8

π3

∞

∑
n=1

n odd

1
n3 sin nπx.

Since every odd integer is of the form 2n − 1, then we may replace n
by 2n − 1 and drop the “odd” qualifier:

x(1 − x) =
8

π3

∞

∑
n=1

1
(2n − 1)3 sin

[
(2n − 1)πx

]

=
8

π3

[
sin πx +

1
33 sin 3πx +

1
53 sin 5πx + · · ·

]
.

Example 8.5. Calculate the Fourier sine series of f (x) = x over the
interval 0 ≤ x ≤ π.

Solution. We have ℓ = π and therefore γn = n. To calculate the coeffi-
cients of the series according to (8.20) calls for evaluating the integral6 6 Here we apply Kronecker’s method

(see Appendix 8.9) to evaluate the inte-
gral but you may do it with any other
integration method that you are comfort-
able with.

∫
x sin nx dx =

(
x
)(

− 1
n

cos nx
)
−

(
1
)(

− 1
n2 sin nx

)

= − x
n

cos nx +
1
n2 sin nx.

Therefore

bn =
2
π

∫ π

0
x sin nx dx =

2
π

[
− x

n
cos nx +

1
n2 sin nx

] ∣∣∣∣
π

0

= −2
cos nπ

n
= −2

(−1)n

n
.
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We conclude that

x = −2
∞

∑
n=1

(−1)n

n
sin nx

= −2
[
− sin x +

1
2

sin 2x − 1
3

sin 3x + · · ·
]

.

8.8 Convergence

The convergence of a series is defined through the convergence the
sequence of its partial sums. Specifically, referring to (8.10), let’s write
fN(x) for its Nth partial sum, that is

fN(x) =
N

∑
n=1

bn sin
nπx
ℓ

,

By saying that the series converges to f (x) we really mean to say that

fN(x) → f (x) as N → ∞. (8.21)

That statement, however, is ambiguous. Its intention is to say that the
function fN(x) is “getting close” to the function f (x) as N → ∞. We
know what “getting close” means when talking about numbers—their
difference gets smaller—but what does “getting close” mean when
talking about functions?

The norm ∥ f ∥ of a function f ∈ L2(a, b) is an indication of the
“size” of the function. If the the function is identically zero, then the
norm, defined in (8.7), is exactly zero. If the function is close to zero
throughout, then ∥ f ∥ is small. Thus, one way of making sense of (8.21)
is to say

∥ fN − f ∥ → 0 as N → ∞. (8.22)

Yet another way of interpreting (8.21) is as a pointwise convergence
which says that the value of fN(x) approaches to the value of f (x)
at every x in the interval (a, b), as N gets large. There is no norm
associated with pointwise convergence of functions.

The two definitions of convergence above are not quite compatible
with each other. The sequence of functions fN may converge to f is one
sense but not in another. That’s why we referred to (8.21) as “ambig-
uous”—it says that the left-hand side approaches the right-hand side
but does not say in which sense. In what follows, we state, without
proofs, two rigorous convergence results for the Fourier sine series.

Theorem 8.1. Suppose f ∈ L2(0, ℓ). Then the Fourier sine series (8.10)
converges to f in the L2(0, ℓ), that is,

∥ fN − f ∥ → 0 as N → ∞.
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You will find the proof in books dedicated to Fourier series, such as [2],
or Hilbert space theory, such as [13].

The pointwise convergence is more delicate and more complex to
state, although historically it the concept was developed decades be-
fore that of the L2 convergence.

Definition 8.3. A function is said to have a jump discontinuity at a
point x = x0 in its domain if its left and right limits exist at x0 but are
unequal. A function is said to be piecewise smooth if it is continuous and
has a continuous derivative everywhere with the exception of a finite
number of points where the function or its derivative may undergo
jump discontinuities.

Figure 8.1 shows the graphs of a few piecewise smooth functions.

x

f (x)

x

f (x)

x

f (x)

Figure 8.1: Samples of piecewise smooth
functions.

Theorem 8.2. Suppose the function f : [0, ℓ] → R is piecewise smooth
Then the Fourier series (8.10) converges pointwise to f (x) at every x ∈ (0, ℓ)
where f is continuous, while at a point of f ’s jump discontinuity, it converges
to the average 1

2
[

f (x+) + f (x−)
]

of the left and right limits of f at the jump.

Remark 8.3. Note that Theorem 8.2 applies to the interior points of the
interval [0, ℓ]. At the endpoints the series adds up to zero because the
the functions ϕn are zero at the endpoints. Consequently, the equality
in (8.10) holds at an endpoint if and only if f is zero there.

8.9 Appendix: Integration by parts à la Kronecker

The following approach to integrating by parts is attributed to Kro-
necker in [2].

Lemma 8.1. Let p(x) be a polynomial of degree m, and suppose that f (x) is
continuous. Then

∫
p(x) f (x) dx = p(x)F1(x)− p′(x)F2(x) + p′′(x)F3(x)

− · · · (−1)m p(m)(x)Fm+1(x), (8.23)

where p(m) is the mth derivative of p, F1 is the antiderivative of f , and each
subsequent Fj is the antiderivative of Fj−1. The signs of the terms on the
right-hand side alternate between plus and minus.

The successive terms in the formula consist of repeatedly differen-
tiating p and integrating f , and adding them with alternating signs.
Here is an illustration:

∫
x2 cos bx dx

= (x2)
(1

b
sin bx

)
− (2x)

(
− 1

b2 cos bx
)
+ (2)

(
− 1

b3 sin bx
)

.
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cos(a + b) = cos a cos b − sin a sin b (8.24a)

cos(a − b) = cos a cos b + sin a sin b (8.24b)

sin(a + b) = sin a cos b + cos a sin b (8.24c)

sin(a − b) = sin a cos b − cos a sin b (8.24d)

cos a cos b =
1
2

[
cos(a − b) + cos(a + b)

]
(8.24e)

sin a sin b =
1
2

[
cos(a − b)− cos(a + b)

]
(8.24f)

sin a cos b =
1
2

[
sin(a + b) + sin(a − b)

]
(8.24g)

cos2 a + sin2 a = 1 (8.24h)

cos2a = cos2 a − sin2 a = 2 cos2 a − 1 = 1 − 2 sin2 a (8.24i)

cos2 a =
1
2
(1 + cos 2a) (8.24j)

sin2 a =
1
2
(1 − cos 2a) (8.24k)

Table 8.1: A table of basic trigonometric
identities. The entire table may be de-
rived from (8.24a) through simple alge-
bra with the knowledge that cosine is an
even function, sine is an odd function,
cos

(
π
2 − a

)
= sin a, and sin

(
π
2 − a

)
=

cos a.

8.10 Appendix: Trigonometric identities

Calculating with Fourier series often involves the application of one
or another trigonometric identity. A host of identities relate the sine
and cosine functions, some of which are listed in Table 8.1. The table’s
entries look quite varied but it turns out—as you should be able to
verify—that the entire table may be derived through simple algebra
from the first identity, (8.24a). Thus, if there is anything to memorize
there, it is (8.24a).

8.11 Exercises

8.1. Show that a set of nonzero orthogonal vectors {e1, e1, . . . , en} in
Rn is linearly independent.

Hint: Show that ∑n
i=1 ciei = 0 implies that ci = 0, i = 1, 2, . . . , n.

8.2. Show that ∥x ± y∥ ≤ ∥x∥+ ∥y∥ for all x, y ∈ Rn. (Do you see why
this is called the triangle inequality?)

8.3. Show that

∣∣( f , g)
∣∣ ≤ ∥ f ∥∥g∥ for all f , g ∈ L2(a, b).

This is known as the Cauchy–Schwarz inequality.

Hint: Adapt the proof of the inequality (8.5).
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8.4. Adapt the solution of Exercise 8.2 to show that ∥ f ± g∥ ≤ ∥ f ∥+
∥g∥ for all f and g in L2(a, b). This is called the triangle inequality in
L2(a, b).

Remark: This says that if f and g are square-integrable, then so is f + g.
That is the main step toward showing that L2(a, b) is a linear space.

8.5. Evaluate Φm,n for integers m, n ∈ {0, 1, 2, . . .}, where

Φm,n =
∫ π

0
cos mx cos nx dx

8.6. Find the eigenvalues λn and eigenfunctions yn of the boundary
value problem

y′′(x) + λy(x) = 0, 0 < x < ℓ, (8.25)

y(0) = 0, (8.26)

y′(ℓ) = 0, (8.27)

and then follow the method of Section 8.5 to show that

(ym, yn) =





0 if m ̸= n,
1
2 ℓ if m = n.

8.7. Find the eigenvalues λn and eigenfunctions yn of the boundary
value problem

y′′(x) + λy(x) = 0, 0 < x < ℓ, (8.28)

y′(0) = 0, (8.29)

y′(ℓ) = 0, (8.30)

and then follow the method of Section 8.5 to show that

(ym, yn) =





ℓ if m = n = 0,
1
2 ℓ if m = n ̸= 0,

0 otherwise .



9
Separation of variables

In this chapter we apply what we have learned about the Fourier se-
ries to solve the basic heat and wave equations on bounded spatial
domains. The central idea is a technique called separation of variables.
We illustrate the technique through examples.

9.1 Separation of variables in the heat equation

Consider the initial boundary value problem (IBVP) for heat equation
for the unknown u(x, t) on the interval [0, ℓ]:

ut = kuxx 0 < x < ℓ, t > 0, (9.1a)

u(0, t) = 0 t > 0, (9.1b)

u(ℓ, t) = 0 t > 0, (9.1c)

u(x, 0) = f (x) 0 < x < ℓ. (9.1d)

The crucial feature of problem (9.1) is the homogeneity of its first
three equations, which implies that if u1 and u2 satisfy those three
equations, then so does the linear combination c1u1 + c2u2 for arbi-
trary constants c1 and c2. That “superposition principle” may be ex-
tended by a straightforward induction argument to linear combina-
tions of any number of functions. That is, if u1, u2, . . . , un satisfy the
first three equations of (9.1), then so does u = ∑n

j=1 cjuj with arbitrary
constants cj. We will see that there lies the crux of the application of
the Fourier series to solving the initial boundary value problem (9.1).

The classical separation of variables method for solving the initial
boundary value problem (9.1) begins with looking for a function of
the form

u(x, t) = X(x)T(t) (9.2)

that satisfies the first three equations of (9.1). We have

ut(x, t) = X(x)T′(t), uxx(x, t) = X′′(x)T(t),
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where primes indicate derivatives. Therefore

X(x)T′(t) = kX′′(x)T(t) 0 < x < ℓ, t > 0, (9.3a)

X(0)T(t) = 0 t > 0, (9.3b)

X(ℓ)T(t) = 0 t > 0. (9.3c)

We divide the equation (9.3a) through by kX(x)T(t) 1 and arrive at 1 Including k in that divisor is optional
but omitting it leads to a messier alge-
bra.1

k
T′(t)
T(t)

=
X′′(x)
X(x)

. (9.4)

Thus, we have separated the variables by getting the t-dependent quan-
tities to one side and the x-dependent quantities to the other side of
the equation. Next, we tiptoe through a delicate logical argument: The
left-hand side of (9.4) has no x in it, so it cannot equal X′′(x)/X(x)
unless X′′(x)/X(x) itself does not depend on x, that is, it is a constant,
let’s say −λ. It that case, the left-hand side also equals −λ, and thus
we are led to the pair of equation

X′′(x)
X(x)

= −λ,
1
k

T′(t)
T(t)

= −λ,

or equivalently

X′′(x) + λX(x) = 0, (9.5)

T′(t) + λkT(t) = 0. (9.6)

The constant λ is called the separation constant in this context.
The separation of variables trick reduces the analysis of the heat

equation (9.1a), a PDE, to that of the pair of ODEs (9.5) and (9.6). To
satisfy the boundary conditions (9.3b) and (9.3c), it suffices to take
X(0) = 0 and X(ℓ) = 0. This, along with (9.5) leads to the eigenvalue
problem

X′′(x) + λX(x) = 0, 0 < x < ℓ (9.7a)

X(0) = 0, (9.7b)

X(ℓ) = 0, (9.7c)

which is identical to the eigenvalue problem that we analyzed in Sec-
tion 8.4, and where we found out that the problem has eigenvalues λn

and eigenfunction Xn given by

γn =
nπ

ℓ
, λn = γ2

n =
(nπ

ℓ

)2
, Xn(x) = sin γnx = sin

nπx
ℓ

,

n = 1, 2, . . . . (9.8)

Now that the possible values of the separation constant λ are deter-
mined, we solve the ODE (9.6) with λ = λn and obtain

Tn(t) = e−kλnt, n = 1, 2, . . . ,
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At this point we have have constructed infinitely many functions
un(x, t) = Xn(x)Tn(t) = e−kλnt sin γnx, n = 1, 2, . . ., that satisfy the first
three equations of (9.1). Due to the homogeneity of those equations
and the superposition principle, any finite linear combination of the
functions un(x, t) also satisfy those three equations. In a leap of faith,
we extend that statement to a linear combination of infinitely many such
functions2 and arrive at 2 The proof of the validity of the exten-

sion of the finite sum to infinitely many
terms is a subject for a more advanced
course on PDEs.u(x, t) =

∞

∑
n=1

bne−kλnt sin γnx, (9.9)

where γn and λn are given in (9.8).
The function u constructed in (9.9) satisfies the first three equations

of (9.1). It remains to account for the remaining equation, that is, the
initial condition u(x, 0) = f (x). So we evaluate (9.9) at t = 0 and
equate the result to f (x):

f (x) =
∞

∑
n=1

bn sin γnx.

This is exactly the Fourier sine series of the function f over (0, ℓ);
see (8.19) on page 101. The coefficients bn are given in (8.20) as

bn =
2
ℓ

∫ ℓ

0
f (x) sin γnx dx. (9.10)

We conclude that the solution u(x, t) of the IBVP (9.1) is that given
in (9.9), with bn given above, and where γn and λn are given in (9.8).

Example 9.1. Solve the IBVP

ut = uxx 0 < x < 1, t > 0,

u(0, t) = 0, t > 0,

u(1, t) = 0, t > 0,

u(x, 0) = 1 0 < x < 1.

Solution. This is a special case of problem (9.1) with k = 1, ℓ = 1,
and f (x) ≡ 1 for which we have obtained the solution (9.9). All there
remains is to calculate the coefficients bn. We have

bn = 2
∫ 1

0
sin γnx dx = − 2

γn

[
cos γnx

]∣∣∣∣
1

0
= − 2

γn

[
cos γn − 1

]
.

But γn = nπ in this case, and therefore cos γn = cos nπ = (−1)n. We
conclude that

bn = − 2
nπ

[
(−1)n − 1

]
.

The expression in the square brackets is zero when n is even and −2
when n is odd. Therefore all even-indexed terms in the sum (9.9) are
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absent, and the solution reduces to

u(x, t) =
4
π

∞

∑
n=1

n odd

1
n

e−n2π2t sin nπx.

We remove the “odd” qualifier by replacing n by 2n − 1, and arrive at
the final form of the solution:

u(x, t) =
4
π

∞

∑
n=1

1
2n − 1

e−(2n−1)2π2t sin
(
(2n − 1)πx

)
.

Here are the first few terms of that series:

u(x, t) =
4
π

[
e−π2t sin πx +

1
3

e−9π2t sin 3πx +
1
5

e−25π2t sin 5πx + · · ·
]
.

The animation on the right displays snapshots of the solution at
a sequence of times over the range 0 ≤ t ≤ 1/2. For the purpose of
plotting, we have truncated the infinite sum of the solution to 20 terms.
[This comments is out of sequence. Fix!] Note the prominent Gibbs
phenomena at the interval’s edges at t = 0 where the odd periodic
extension of f is discontinuous.

9.2 Separation of variables in the wave equation

Consider the initial boundary value problem (IBVP) for wave equation
for the unknown u(x, t) on the interval [0, ℓ]:

utt = c2uxx 0 < x < ℓ, t > 0, (9.11a)

u(0, t) = 0 t > 0, (9.11b)

u(ℓ, t) = 0 t > 0, (9.11c)

u(x, 0) = f (x) 0 < x < ℓ, (9.11d)

ut(x, 0) = g(x) 0 < x < ℓ. (9.11e)

Following the separation of variables idea introduced in Section 9.1,
we look for a function of the form

u(x, t) = X(x)T(t) (9.12)

that satisfies the first three equations of (9.11). We have

utt(x, t) = X(x)T′′(x), uxx(x, t) = X′′(x)T(t),

and therefore

X(x)T′′(x) = c2X′′(x)T(t) 0 < x < ℓ, t > 0, (9.13a)

X(0)T(t) = 0 t > 0, (9.13b)

X(ℓ)T(t) = 0 t > 0. (9.13c)
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We divide the equation (9.13a) through by c2X(x)T(t) and arrive at

1
c2

T′′(t)
T(t)

=
X′′(x)
X(x)

= −λ, (9.14)

where λ is the separation constant, and therefore

X′′(x) + λX(x) = 0, (9.15)

T′′(t) + λc2T(t) = 0. (9.16)

Thus, the separation of variables trick has reduced the analysis of the
wave equation, a PDE, to that of a pair of ODEs. To satisfy the bound-
ary conditions (9.13b) and (9.13c), it suffices to take X(0) = 0 and
X(ℓ) = 0. This, along with (9.15) leads to the eigenvalue problem

X′′(x) + λX(x) = 0, 0 < x < ℓ

X(0) = 0,

X(ℓ) = 0,

which is identical to the eigenvalue problem that we analyzed in Sec-
tion 8.4—and which we also encountered in Section 9.1—and where
we found out that the problem has eigenvalues λn and eigenfunc-
tion Xn given by

γn =
nπ

ℓ
, λn = γ2

n =
(nπ

ℓ

)2
, Xn(x) = sin γnx = sin

nπx
ℓ

,

n = 1, 2, . . . . (9.17)

Then we solve the ODE (9.16) with λ = λn = γ2
n and obtain

Tn(t) = αn cos γnct + βn sin γnct n = 1, 2, . . . .

Thus, we have have constructed infinitely many functions un(x, t) =

Xn(x)Tn(t), n = 1, 2, . . ., that satisfy the first three equations of (9.11).
As in the previous section, we invoke the principle of superposition
and arrive at the following candidate for the solution of our IBVP:

u(x, t) =
∞

∑
n=1

(
αn cos γnct + βn sin γnct

)
sin γnx, (9.18)

where γn and λn are given in (9.17).
To satisfy the initial condition (9.11e), we calculate ut:

ut(x, t) =
∞

∑
n=1

(
−αnγnc sin γnct + βnγnc cos γnct

)
sin γnx. (9.19)

We evaluate (9.18) and (9.19) at t = 0 equate to f and g:

f (x) =
∞

∑
n=1

αn sin γnx,

g(x) =
∞

∑
n=1

βnγnc sin γnx.
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These are the Fourier sine series expansions of the function f and g
over (0, ℓ); see (8.19) on page 101. The coefficients of those expansions
are obtained from (8.20):

αn =
2
ℓ

∫ ℓ

0
f (x) sin γnx dx, (9.20a)

βn =
2

ℓcγn

∫ ℓ

0
g(x) sin γnx dx. (9.20b)

Example 9.2. Consider the transverse displacement u(x, t) of a taut
guitar string stretched between the points x = 0 and x = ℓ along the x
axis. At time t = 0 the string is deformed (plucked) into some shape
u(x, 0) = f (x) and released. Determine the string’s motion for all t > 0
if

x

f (x)

0 LaL

bLf (x) =





b
a x 0 < x < aℓ,

b
1−a (ℓ− x) aℓ < x < ℓ,

(9.21)

for some 0 < a < 1.

Solution. The initial boundary value problem corresponding to the
string’s motion is

utt = c2uxx 0 < x < ℓ, t > 0,

u(0, t) = 0 t > 0,

u(ℓ, t) = 0 t > 0,

u(x, 0) = f (x) 0 < x < ℓ,

ut(x, 0) = 0 0 < x < ℓ.

This a special case of (9.11) with g = 0 and a prescribed f . The solution
is given in (9.18) and the coefficients αnand βn are given in (9.20). We
see that all βn are zero since g = 0. All there remains to do is to
evaluate the coefficients αn. We have:

αn =
2
ℓ

∫ aℓ

0

[
b
a

x
]

sin γnx dx +
2
ℓ

∫ ℓ

aℓ

[
b

1 − a
(ℓ− x)

]
sin γnx dx

=
2b
aℓ

∫ aℓ

0
x sin γnx dx +

2b
(1 − a)ℓ

∫ ℓ

aℓ
(ℓ− x) sin γnx dx.

We calculate the two integrals separately. Let’s call them A and B: 3 3 Kronecker’s algorithm (Section 8.9 on
page 104) comes quite handy for this cal-
culation.

A =
∫ aℓ

0
x sin(γnx) dx =

1
γ2

n

[
sin(γnaℓ)− γnaℓ cos(γnaℓ)

]
,

B =
∫ ℓ

aℓ
(ℓ− x) sin(γnx) dx =

1
γ2

n

[
sin(γnaℓ) + (1 − a)γnℓ cos(γnaℓ)− sin(γnℓ)

]
.

But sin(γnℓ) = 0 (do you see why?), and therefore we are left with

αn =
2
ℓ

[
b
a

A +
b

1 − a
B
]
=

2b
a(1 − a)γ2

nℓ
sin(γnaℓ).
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Substituting this in (9.18) we arrive at

u(x, t) =
2b

a(1 − a)ℓ

∞

∑
n=1

sin(γnaℓ)
γ2

n
cos(cγnt) sin(γnx).

If you wish, you may substitute for γn from (9.17) and rewrite that
result as

u(x, t) =
2bℓ

a(1 − a)π2

∞

∑
n=1

sin(aπn)
n2 cos

nπct
ℓ

sin
nπx
ℓ

.

On the right, we have an animation of the solution where for the
parameters we have taken

c = 1, ℓ = 1, a = 1/4, b = 1/5,

and have truncated the series solution to the first six nonzero terms. In
the first frame you see that the apex of the plucked string is rounded
while according to (9.21), it should be a sharp corner. That’s due to the
very coarse approximation resulting from truncating the infinite series to
six terms.

Figure 9.1: An animation of the solution
u(x, t) of Exercise 9.2.

Compare this with the very simple exact solution (6.5) of the same
problem obtained in Section 6.2 (page 64) and the accompanying an-
imation in Figure 6.4. The lesson learned? There may be more than
one way of solving a problem and some solutions are better than oth-
ers!

9.3 Exercises

Solve the following IBVPs. You may freely refer to the conclusions of
the analysis of the eigenvalue problem (8.11) (page 98) of Chapter 8,
and the analysis of the IBVPs in the current chapter, where applicable.
No need to re-derive those results.

9.1. ut = uxx 0 < x < 1, t > 0

u(0, t) = 0 t > 0

u(1, t) = 0 t > 0

u(x, 0) = sin πx 0 < x < 1

9.2. ut = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = sin
x
2

0 < x < π

9.3. ut = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = cos
x
2

0 < x < π
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9.4. utt = uxx 0 < x < 1, t > 0

u(0, t) = 0 t > 0

u(1, t) = 0 t > 0

u(x, 0) = sin πx 0 < x < 1

ut(x, 0) = 0 0 < x < 1

9.5. utt = uxx 0 < x < 1, t > 0

u(0, t) = 0 t > 0

u(1, t) = 0 t > 0

u(x, 0) = 0 0 < x < 1

ut(x, 0) = sin πx 0 < x < 1

9.6. utt = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = sin
x
2

0 < x < π

ut(x, 0) = 0 0 < x < π

9.7. utt = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = cos
x
2

0 < x < π

ut(x, 0) = 0 0 < x < π

9.8. utt = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = 0 0 < x < π

ut(x, 0) = cos
x
2

0 < x < π

9.9. utt = uxx 0 < x < π, t > 0

u(0, t) = 0 t > 0

u(π, t) = 0 t > 0

u(x, 0) = 0 0 < x < π

ut(x, 0) = 1 − 2
π

∣∣∣x − π

2

∣∣∣ 0 < x < π



10
The Sturm–Liouville theory

In Chapter 8 we analyzed the eigenvalue problem (8.11), and in Chap-
ter 9 we saw its applications to solving the heat and wave equations in
homogeneous media. Those applications were limited to PDEs with
boundary conditions of the type u(0, t) = 0, u(ℓ, 0) = 0 because our
eigenvalue problem imposed the boundary y(0) = 0, y(ℓ) = 0. The
Sturm–Liouville theory, due to Sturm [18, 19], and his collaboration
with Liouville [20] introduces a less restrictive eigenvalue problem,
enabling us to handle a greater variety of boundary conditions, and
PDEs with variable coefficients.1

1 Sturm’s and Liouville’s efforts may not
have been directed toward supplement-
ing and generalizing Fourier’s theory,
as the only mention of Fourier and the
Fourier series occurs only as a passing
remark in [19].

10.1 The Sturm–Liouville eigenvalue problem

The Sturm–Liouville theory is a study of the following boundary value
problem of a second order ODE over an interval (a, b)

d
dx

(
p(x)

dy
dx

)
+ q(x)y = −λw(x)y, a < x < b (10.1a)

α1y(a) + α2 p(a)y′(a) = 0,
[
(α1, α2) ̸= (0, 0)

]
(10.1b)

β1y(b) + β2 p(b)y′(b) = 0,
[
(β1, β2) ̸= (0, 0)

]
(10.1c)

where the functions p(x), q(x), w(x), and the coefficients α1, α2, β1,
β2, are given, and the unknown function y(x) and the constant λ are
to be determined. The condition (α1, α2) ̸= (0, 0) says that α1 and α2

cannot be both zero,2 although one or the other may possibly be zero. 2 If α1 and α2 are both zero, then (10.1b)
reduces to 0 = 0 and the boundary con-
dition at x = a is lost.

The same goes for the condition (β1, β2) ̸= (0, 0).
The identically zero function y(x) ≡ 0 certainly satisfies all three

equations in (10.1) and is referred to as the trivial solution. Are there
other, nontrivial, solutions? Yes, but only for certain special choices of
the coefficient λ in (10.1a) and some restrictions on the functions p(x),
q(x), and w(x).

The statement of the Sturm–Liouville’s central theorem regarding
the eigenvalue problem (10.1) is not hard to comprehend since it ex-
hibits close parallels to what we have leaned about the eigenvalue
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problem (8.11) in Chapter 8. We state this here as a formal theorem
but we omit the rather technical proof. See Zettl’s monograph [22] for
a comprehensive survey of the subject. The following special case of
that monograph’s Theorem 4.3.1 amply suffices for our purposes.

Theorem 10.1 (Sturm–Liouville). Suppose that

p(x) > 0, w(x) > 0, x ∈ [a, b],
∫ b

a

∣∣q(x)
∣∣ dx < ∞,

∫ b

a
w(x) dx < ∞.

(10.2)

Then

1. There exists an infinite sequence of special values3 3 The special values λn are called (10.1)’s
eigenvalues, and the corresponding non-
trivial solutions yn(x) are called the
eigenfunctions. The strict inequalities in
(10.3a) indicate that the eigenvalue prob-
lem (10.1) has no repeated eigenvalues.

λ0 < λ1 < λ2 < · · · λn < · · · → ∞ (10.3a)

of λ so that the BVP (10.1) has a nontrivial solution, yn(x), whenever
λ = λn.

2. The eigenvalues λn grow proportional to n2. Specifically,

lim
n→∞

1
n2 λn = K2, where K =

π
∫ b

a

√
w(x)
p(x) dx

. (10.3b)

3. Each eigenfunction yn has exactly n zeros in the open interval (a, b).

4. The eigenfunctions may be chosen so that they are mutually orthogonal in
the sense that4 4 Note the modified inner product with

w(x) as a factor in the integrand. One
says that the inner product is weighted
by w. The weight in the eigenvalue prob-
lem studied in Chapter 8 was w(x) ≡ 1,
and therefore it did not show up in the
inner product.

∫ b

a
ym(x)yn(x)w(x) dx = 0 for all m ̸= n. (10.3c)

5. Any (not necessarily continuous) function f (x) which is integrable in the
sense that ∫ b

a
f (x)2w(x) dx < ∞, (10.3d)

may be expressed as an infinite linear combination of the eigenfunctions:

f (x) =
∞

∑
n=0

cnyn(x). (10.3e)

6. The coefficients cn in (10.3e) may be computed through

cn =
1

∥yn∥2

∫ b

a
f (x)yn(x)w(x) dx, (10.3f)

where

∥yn∥2 =
∫ b

a
yn(x)2w(x) dx. (10.3g)
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Remark 10.1. The meaning of the series representation (10.3e) is under-
stood as follows. Let fN(x) be the Nth partial sum of the series, that
is,

fN(x) =
N

∑
n=0

cnyn(x).

Then fN(x) converges to f (x) as N → ∞ in the sense that5 5 This statement can be formulated and
stated much more transparently and
succinctly in the setting of Hilbert
space. Specifically, let L2([a, b], w) be the
Hilbert space of measurable functions on
[a, b] equipped with the weighted inner
product

( f , g) =
∫ b

a
f (x)g(x)w(x) dx.

Then the infinite series in (10.3e) con-
verges to f in the Hilbert space
L2([a, b], w).

Don’t worry about this marginal note
if you are unfamiliar with the Hilbert
space terminology.

lim
N→∞

∫ b

a

[
f (x)− fN(x)

]2w(x) dx = 0.

Remark 10.2. The set of equations (10.1) is homogeneous in y, therefore
if y is any nontrivial solution, then so is cy for any nonzero constant
multiplier c. This indicates that the eigenfunctions yn of the Sturm–
Liouville problem (10.1) are determined up to an arbitrary (nonzero)
multiplicative constant. In particular, the multiplier may be selected
so that ∥yn∥2 = 1, whereby cn in (10.3f) would take the simple form

cn =
∫ b

a
f (x)yn(x)w(x) dx.

That simplification, however, turns out to be illusory—it tends to lead
to unnecessary algebraic manipulations—and therefore we won’t pur-
sue it in what follows.

Example 10.1. Find the eigenvalues and eigenfunctions of the bound-
ary value problem

y′′(x) + λy(x) = 0, 0 < x < ℓ, (10.4a)

y(0) = 0, (10.4b)

y′(ℓ) = 0. (10.4c)

Note that this is a special case of the eigenvalue problem (10.1) with

a = 0, b = ℓ, p(x) ≡ 1, q(x) ≡ 0, w(x) ≡ 1,

α1 = 1, α2 = 0, β1 = 0, β2 = 1,

Solution. Following a procedure similar to that we employed in Sec-
tion 8.4, we fork the analysis of the eigenvalue problem into three
branches.

Case 1: λ < 0. To enforce the negativity of λ, take λ = −γ2, where
γ > 0. Then the differential equation (10.4a) takes the form y′′(x)−
γ2y(x) = 0 whose general solution is

y(x) = a cosh γx + b sinh γx.

Applying the boundary condition (10.4b), leads to a = 0, leaving us
with

y(x) = b sinh γx, (10.5)
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and therefore y′(x) = bγ cosh γx. The boundary condition (10.4c)
implies that bγ cosh γℓ = 0. We don’t want to take b = 0 because
then (10.5) would reduce to the trivial solution, and since γ > 0 by
assumption and the cosh function is never zero (see the marginal
note on page 98), we reach a dead end and abandon the λ < 0 case.

Case 2: λ = 0. Then the differential equation (10.4a) takes the form
y′′(x) = 0 whose general solution is y(x) = ax + b. Applying the
boundary condition (10.4b) implies that b = 0, and therefore y(x) =
ax. Then the boundary condition (10.4c) that aℓ = 0. We are forced
to take a = 0 and thus arrive at the trivial solution again. So we
abandon the λ = 0 case.

Case 3: λ > 0. To enforce the positivity of λ, take λ = γ2, where γ >

0. Then the differential equation (10.4a) takes the form y′′(x) +
γ2y(x) = 0 whose general solution is

y(x) = a cos γx + b sin γx.

Applying the boundary condition (10.4b), leads to a = 0, leaving us
with

y(x) = b sin γx, (10.6)

and therefore y′(x) = bγ cos γx. The boundary condition (10.4c)
implies that bγ cos γℓ = 0. Since b cannot be zero—otherwise we
will have a trivial solution—and since γ > 0, we are left with
cos γℓ = 0 which is possible only if γℓ is an odd multiple of π/2,
as in (2n − 1)π

2 . Thus, we arrive at infinitely many choices for γ:

γn =
(2n − 1)π

2ℓ
, n = 1, 2 . . . , (10.7)

and since λ = γ2, we have infinitely many choices for λ:

λn =

(
(2n − 1)π

2ℓ

)2

, n = 1, 2 . . . . (10.8)

Finally, (10.6) yields an eigenfunction yn(x) corresponding to each
eigenvalue λn:

yn(x) = sin γnx = sin
(2n − 1)πx

2ℓ
, n = 1, 2 . . . . (10.9)

For future reference, let us note that

∥yn∥2 =
∫ 1

0
yn(x)2 dx =

∫ 1

0
sin2 (2n − 1)πx

2ℓ
=

1
2
ℓ. (10.10)

Example 10.2. Find the expansion of the function f (x) = x, 0 < x < ℓ

into the series of eigenfunctions yn calculated in (10.9).
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Solution. According to (10.3e), the function f may be expressed as

f (x) =
∞

∑
n=1

cn sin γnx =
∞

∑
n=1

cn sin
(2n − 1)πx

2ℓ

where the coefficients cn may be calculated according to (10.3f) and (10.10):

cn =
1

∥yn∥2

∫ ℓ

0
f (x) sin

(2n − 1)πx
2ℓ

dx

=
2
ℓ

∫ ℓ

0
x sin

(2n − 1)πx
2

dx = − 8ℓ
π2 · (−1)n

(2n − 1)2 , (10.11a)

and therefore

x = − 8ℓ
π2

∞

∑
n=1

(−1)n

(2n − 1)2 sin
(2n − 1)πx

2ℓ
(10.12)

=
8ℓ
π2

[
sin

πx
2ℓ

− 1
32 sin

3πx
2ℓ

+
1
52 sin

5πx
2ℓ

− 1
72 sin

7πx
2ℓ

+ · · ·
]

.

10.2 Eigenfunction expansion of solutions of PDEs

According to part 5 of Theorem 10.1, any function f that satisfies the
integrability condition (10.3d) may be expanded into a series of Sturm–
Liouville eigenfunctions (10.3e), and the coefficients of the expansion
may be calculated from (10.3f). That is a powerful result and it enables
us to express the solutions of a variety of boundary value problems as
series of eigenfunctions. A crucial property of that construction is that
the sum of the series satisfies the same boundary conditions as those
that are built into the Sturm–Liouville eigenvalue problem since each
term of the series does that.

To illustrate, consider the heat equation with a heat source q(x, t)
and mixed boundary conditions

ut = kuxx + q(x, t) 0 < ℓ < x, t > 0 (10.13a)

α1u(0, t) + α2ux(0, t) = 0 t > 0, (10.13b)

β1u(ℓ, t) + β2ux(ℓ, t) = 0 t > 0, (10.13c)

u(x, 0) = f (x) 0 < ℓ < x. (10.13d)

First, we look at the homogeneous equations consisting of the first
three of (10.13) after setting q = 0: 6 6 This is reminiscent of the common tech-

nique of solving the second order ODE
ay′′ + by′ + cy = f (x), where we find
the solution yh(x) of the homogeneous
equation ay′′ + by′ + cy = 0 first, and
then we adjust the result as y(x) =
yh(x) + yp(x), where yp(x) is a partic-
ular solution of the ODE.

ut = kuxx 0 < ℓ < x, t > 0 (10.14a)

α1u(0, t) + α2ux(0, t) = 0 t > 0, (10.14b)

β1u(ℓ, t) + β2ux(ℓ, t) = 0 t > 0. (10.14c)
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Then, following the procedure that we learned in Chapter 9, we look
for separable solutions u(x, t) = X(x)T(t) of (10.14). Substituting
u(x, t) = X(x)T(t) into (10.14), we obtain

X(x)T′(t) = kX′′(x)T(t),

α1X(0)T(t) + α2X′(0)T(t) = 0,

β1X(ℓ)T(t) + β2X′(ℓ)T(t) = 0,

From the first of these equations it follows that

T′(t)
kT(t)

=
X′′(x)
X(x)

= −λ,

where λ is a constant, and thus we arrive at7 7 The separation of variables also yields
the ODE T′(t) = kT(t), but we have no
use for it now.X′′(x) + λX(x) = 0, (10.15a)

α1X(0) + α2X′(0) = 0 (10.15b)

β1X(ℓ) + β2X′(ℓ) = 0, (10.15c)

which is a special case of the Sturm–Liouville eigenvalue problem (10.1),
and therefore, according to Theorem 10.1, there are infinitely many
eigenvalues λn and eigenfunctions Xn(x), n = 0, 1, 2, . . .. 8 8 In this general treatment, the index n

starts at zero for the sake of consistency
with the statement of Theorem 10.1. In
specific problems that we will solve later,
the index will start at zero or one, as con-
venient.

We are now ready to tackle the original IBVP (10.13). We expand
the solution u(x, t), and the functions q(x, t) and f (x), into series of
eigenfunctions, as in

u(x, t) =
∞

∑
n=0

ηn(t)Xn(x), (10.16a)

q(x, t) =
∞

∑
n=0

ζn(t)Xn(x), (10.16b)

f (x) =
∞

∑
n=0

ϕnXn(x), (10.16c)

where ηn and ζn depend on t because u(x, t) and q(x, t) depends on t.
The coefficients ζn and ϕn may be readily calculated according to

(10.3f): 9 9 Note that w(x) ≡ 1 in this case.

ζn(t) =
1

∥Xn∥2

∫ ℓ

0
q(x, t)Xn(x) dx, (10.17a)

ϕn =
1

∥Xn∥2

∫ ℓ

0
f (x)Xn(x) dx, (10.17b)

where the norm ∥Xn∥2 is

∥Xn∥2 =
∫ ℓ

0
Xn(x)2 dx.

Observe that due to (10.15b) and (10.15c), the function u(x, t) defined
in (10.16a) satisfies the boundary conditions (10.13b) and (10.13c), so it
remains to satisfy the PDE (10.13a) and the initial condition (10.13d).
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To enforce the PDE (10.13a), we substitute (10.16a) into it and obtain:

∞

∑
n=0

η′
n(t)Xn(x) = k

∞

∑
n=0

ηn(t)X′′
n (x) + q(x, t).

Recalling (10.15a), we replace X′′
n (x) by −λnXn(x) and then rearrange

the equation into

∞

∑
n=0

[
η′

n(t) + kλnηn(t)
]
Xn(x) = q(x, t).

Comparing this with (10.16b) we conclude that

η′
n(t) + kλnηn(t) = ζn(t), n = 0, 1, 2, . . . , (10.18a)

where ζn(t) is given in (10.17a).
To enforce the initial condition (10.13d), we substitute t = 0 in (10.16a)

and equate the result to f (x):

∞

∑
n=0

ηn(0)Xn(x) = f (x).

Comparing this with (10.16c), we see that

ηn(0) = ϕn, n = 0, 1, 2, . . . , (10.18b)

where ϕn is given in (10.17b).
The first order linear ODE (10.18a) along with the initial condi-

tion (10.18b) may be solved to determine ηn(t) for each n. Then (10.16a)
completely determines the function u(x, t) which in turn solves the
IBVP (10.13).

Remark 10.3. The procedure outlined above for solving the heat equa-
tion applies equally well to the IBVP of the wave equation

utt = c2uxx + q(x, t) 0 < x < ℓ, t > 0 (10.19a)

α1u(0, t) + α2ux(0, t) = 0 t > 0, (10.19b)

β1u(ℓ, t) + β2ux(ℓ, t) = 0 t > 0, (10.19c)

u(x, 0) = f (x) 0 < x < ℓ, (10.19d)

ut(x, 0) = g(x) 0 < x < ℓ. (10.19e)

Separation of variables applied to the first three equations in (10.19)
leads to eigenvalue problem (10.15)—same as that what we obtained
for the heat equation. We expand u, q, f , and g into eigenfunctions
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series as in (10.16):

u(x, t) =
∞

∑
n=0

ηn(t)Xn(x), (10.20a)

q(x, t) =
∞

∑
n=0

ζn(t)Xn(x), (10.20b)

f (x) =
∞

∑
n=0

ϕnXn(x), (10.20c)

g(x) =
∞

∑
n=0

ψnXn(x). (10.20d)

Mimicking steps that lead to the equations (10.18a), leads us to the
initial value problems

η′′
n (t) + c2γ2

nηn(t) = ζn(t), (10.21a)

ηn(0) = ϕn, (10.21b)

η′
n(0) = ψn, (10.21c)

for n = 1, 2, . . .. Upon solving these ODEs, we obtain the solution of
our IBVP from (10.20a).

10.3 Examples

Let us apply the techniques described in the previous section to solv-
ing a few IBVPs.

Example 10.3. Consider heat conduction in a laterally insulated rod
whose end at x = ℓ is also insulated while the end at x = 0 is main-
tained at zero temperature.10 10 According to Fourier’s law of heat

conduction, the flux in the bar −Kux
(see (7.2) on page 78). Insulation pre-
vents flux, and therefore ux = 0 at an
insulated end.

ut = kuxx 0 < x < ℓ, t > 0, (10.22a)

u(0, t) = 0 t > 0, (10.22b)

ux(ℓ, t) = 0 t > 0, (10.22c)

u(x, 0) = f (x) 0 < x < ℓ, (10.22d)

The eigenvalue problem (10.15) in this case takes the form

X′′(x) + λX(x) = 0 0 < x < ℓ, (10.23a)

X(0) = 0, (10.23b)

X′(ℓ) = 0. (10.23c)

This is identical to the eigenvalue problem analyzed in Example 10.1,
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and therefore we have eigenfunctions Xn given by

γn =
(2n − 1)π

2ℓ
, (10.24a)

λn =

(
(2n − 1)π

2ℓ

)2

, (10.24b)

Xn(x) = sin γnx = sin
(2n − 1)πx

2ℓ
, n = 1, 2 . . . . (10.24c)

We expand the solution u and the initial condition f into series of
eigenfunctions as in (10.16a) and (10.16c). The coefficients ϕn may be
immediately calculated:

ϕn =
2
ℓ

∫ ℓ

0
f (x) sin γnx dx.

Since the heat source term, q(x, t), is absent in (10.22a), the coef-
ficients ζn(t) calculated in (10.16b) are zero and therefore the initial
value problem (10.18) reduces to

η′
n(t) + kλnηn(t) = 0,

ηn(0) = ϕn,

whose solution is11 11 The solution may be obtained through
separation of variables or the integrating
factor methods.

ηn(t) = ϕne−kλnt.

Then, according to (10.16b), the solution of our IBVP is

u(x, t) =
∞

∑
n=1

ϕne−kλnt sin γnx =
∞

∑
n=1

ϕne−kλnt sin
(2n − 1)πx

2ℓ
.

Example 10.4. We wish to model heat conduction in a laterally insu-
lated rod which has an internal heat source (think electric current) that
varies periodically in time, and where the rod’s ends are maintained
at zero temperature. A plausible IBVP would be

ut = kuxx + σ sin ωt 0 < x < ℓ, t > 0, (10.25a)

u(0, t) = 0 t > 0, (10.25b)

u(ℓ, t) = 0 t > 0, (10.25c)

u(x, 0) = 0 0 < x < ℓ, (10.25d)

where σ is a constant.
The eigenvalue problem (10.15) in this case takes the form

X′′(x) + λX(x) = 0 0 < x < ℓ, (10.26a)

X(0) = 0, (10.26b)

X(ℓ) = 0. (10.26c)
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This is identical to problem (8.11) (page (8)) of Chapter 8 where we
saw that the eigenvalues λn and the eigenfunctions Xn are given by

γn =
nπ

ℓ
, (10.27a)

λn = γ2
n =

(nπ

ℓ

)2
, (10.27b)

Xn(x) = sin γnx = sin
nπx
ℓ

, n = 1, 2 . . . . (10.27c)

We expand the solution u, the source term q, and the initial condi-
tion f into series of eigenfunction as in (10.16). Since the initial con-
dition is zero in this case, the coefficients ϕn are all zero. We calculate
the coefficients ζn(t):

ζn(t) =
2
ℓ

∫ ℓ

0
σ sin ωt sin γnx dx =

2σ sin ωt
ℓ

∫ ℓ

0
sin γnx dx

=
2σ sin ωt

γnℓ

(
− cos γnx

)∣∣∣∣
ℓ

0
=

2σ sin ωt
γnℓ

[
1 − cos γnℓ

]

= Qn sin ωt,

where, after substituting for γn from (10.27a), we have let

Qn =
2σ

π
· 1 − (−1)n

n
. (10.28)

Then, the initial value problem (10.18) takes the form

η′
n(t) + kλnηn(t) = Qn sin ωt, (10.29a)

ηn(0) = 0, (10.29b)

where n = 1, 2, . . .. This may be solved through the Laplace transform,
or by splitting the solution into the sum of homogeneous and partic-
ular solutions, or via the integrating factor method. Here is how it’s
done by the first two techniques. The third is left for an exercise.

Solution through the Laplace transform. Applying the Laplace transform
to (10.29) and taking the initial condition into account, we obtain

L
{

ηn(t)
}
=

ωQn

(s + kλn)(s2 + ω2)

=
ωQn

ω2 + k2λ2
n

[
1

s + kλn
− s − kλn

s2 + ω2

]
, (partial fractions)

whence

ηn(t) =
ωQn

ω2 + k2λ2
n

[
e−kλnt − cos ωt +

kλn

ω
sin ωt

]
.
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Solution through splitting into a sum of homogeneous and particular solu-
tions. The homogenous equation corresponding to (10.29a) is η′

n(t) +
kλnηn(t) = 0. Its general solution is η

(h)
n (t) = Ce−kλt, where C is an ar-

bitrary constant.12 As to the particular solution of (10.29a), we appeal 12 The superscript “(h)” in η
(h)
n (t) in-

dicates that this is the solution of the
homogeneous equation. Further down,

the “(p)” in η
(p)
n (t) indicates the par-

ticular solution of the nonhomogeneous
ODE (10.29a).

to the so-called method of judicious guessing to surmise that a particular
solution should be something of the form η

(p)
n (t) = A cos ωt+ B sin ωt.

To determine A and B, we substitute this into (10.29a):

[
−Aω sin ωt + Bω cos ωt

]
+ kλn

[
A cos ωt + B sin ωt

]
= Qn sin ωt,

and collect the sine and cosine terms:

[
kλn A + Bω

]
cos ωt +

[
−Aω + kλnB

]
= Qn sin ωt,

which implies that

kλn A + Bω = 0

−Aω + kλnB = Qn.

We solve this linear system for A and B and obtain

A = − ω

ω2 + k2λ2
n

Qn, B =
kλn

ω2 + k2λ2
n

Qn,

and therefore

η
(p)
n (t) = − ω

ω2 + k2λ2
n

Qn cos ωt +
kλn

ω2 + k2λ2
n

Qn sin ω.

We conclude that the general solution of the ODE (10.29a) is

ηn(t) = η
(h)
n (t) + η

(p)
n (t)

= Ce−kλt − ω

ω2 + k2λ2
n

Qn cos ωt +
kλn

ω2 + k2λ2
n

Qn sin ω.

We determine the constant C by setting t = 0 and applying the initial
condition (10.29b):

0 = C − ω

ω2 + k2λ2
n

Qn,

whence C = ω
ω2+k2λ2

n
Qn. Substituting this into the expression for

η
(p)
n (t) we arrive at

ηn(t) =
ωQn

ω2 + k2λ2
n

[
e−kλnt − cos ωt +

kλn

ω
sin ωt

]
,

which is identical to what we obtained earlier through the Laplace
transform.

Having thus obtaintaed ηn(t), we are now in a position to write
down the solution u(x, t) of our IBVP. A minor simplification is achieved
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by noting that in view of (10.28), Qn is zero for even n and 4σ/(nπ)

for odd n, and therefore (10.16a) yields

u(x, t) =
4σω

π

∞

∑
n=1

n odd

1
n(ω2 + k2λ2

n)

[
e−kλnt

− cos ωt +
kλn

ω
sin ωt

]
sin γnx. (10.30)

This is animated in Figure 10.1 with the parameter values of

ℓ = 1, σ = 1, ω = 1, k = 1/40

and by summing the first 8 (odd-indexed) terms of the series.

Figure 10.1: An animation of the solu-
tion (10.30) over the time range 0 < t <
36.

Remark 10.4. The solution (10.30) may be rearranged into a more infor-
mative form by splitting it into three parts:

u(x, t) =
4σω

π

∞

∑
n=1

n odd

1
n(ω2 + k2λ2

n)
e−kλnt sin γnx

−
[

4σω

π

∞

∑
n=1

n odd

1
n(ω2 + k2λ2

n)
sin γnx

]
cos ωt

+

[
4σk
π

∞

∑
n=1

n odd

λn

n(ω2 + k2λ2
n)

sin γnx
]

sin ωt.

The first term on the right-hand side represents the system’s transient
behavior as the exponential factor dies out as t increases. The other two
terms represent the system’s steady state oscillations at the temporal
angular frequency ω. Figure 10.2 depicts the the graph of u( 1

2 , t), that
is, the temperature at x = 1/2, corresponding to the animation in
Figure 10.1. The transient is clearly visible. See if you can spot the
transient in the animation.

Figure 10.2: The graph of u(1/2, t) of the
solution (10.30).

Example 10.5. A taut homogeneous string occupies the horizontal in-
terval [0, ℓ] in its rest state. The end at x = 0 is fixed (immobile) while
the end at x = ℓ is attached to a small ring of negligible mass that can
slide frictionlessly up and down a vertical pole. The string is given an
initial transverse displacement f (x) and released. Find the displace-
ment u(x, t) of the string at all t > 0.

Solution. The equation of motion13 13 See the hint to Exercise 6.6s on page 73

utt = c2uxx 0 < x < ℓ, t > 0,

u(0, t) = 0 t > 0,

ux(ℓ, t) = 0 t > 0,

u(x, 0) = f (x), 0 < x < ℓ,

ut(x, 0) = 0, 0 < x < ℓ,
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is a special case of (10.19). The associated eigenvalue problem

X′′(x) + λX(x) = 0 0 < x < ℓ,

X(0) = 0,

X′(ℓ) = 0

is identical to that treated in Examples 10.1 and 10.3, whose eigenval-
ues and eigenfunctions are given in equations (10.7) through (10.10).
In the eigenfunction expansions (10.20) the coefficients ζn and ψn are
zero since q and g are zero, while the expansions (10.20a) and (10.20c)
take the forms

u(x, t) =
∞

∑
n=1

ηn(t) sin γnx, (10.31a)

f (x) =
∞

∑
n=1

ϕn sin γnx. (10.31b)

The coefficients ϕn may be immediately calculated:

ϕn =
2
ℓ

∫ ℓ

0
f (x) sin γnx dx. (10.32)

Then the initial value problems (10.21) take the form

η′′
n (t) + c2γ2

nηn(t) = 0, (10.33a)

ηn(0) = ϕn, (10.33b)

η′
n(0) = 0, (10.33c)

n = 1, 2, . . ., which may be readily solved for ηn(t):

ηn(t) = ϕn cos γnct.

We conclude that

u(x, t) =
∞

∑
n=1

ϕn sin γnx cos γnct,

where ϕn are given in (10.32), and γn = (2n − 1) π
2ℓ .

10.4 Exercises

10.1. Verify that the eigenfunctions yn of the Sturm–Liouville eigen-
value problem (10.1) are indeed orthogonal, as claimed in (10.3c).

Hint: Mimic the calculation of Section 8.5.

10.2. Verify that the eigenfunctions yn calculated in (10.9) are indeed
orthogonal, that is, they do satisfy (10.3c).
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10.3. Verify that the eigenvalues λn of Example (10.1) satisfy the asser-
tion (10.3b).

10.4. In Chapter 7 we derived the equation of conduction of heat in
an nonhomogeneous bar as equation (7.6) on page 80. Consider the
following IBVP for such a bar:

ρ(x)cp(x)
∂

∂t
u(x, t) =

∂

∂x

(
K(x)

∂

∂x
u(x, t)

)
0 < x < ℓ, t > 0,

(10.34a)

u(0, t) = 0 t > 0, (10.34b)

u(ℓ, t) = 0 t > 0, (10.34c)

u(x, 0) = f (x) 0 < x < ℓ. (10.34d)

Show that looking for a separable solution u(x, t) = X(x)T(t) that sat-
isfies the first three of those four equations leads to a Sturm–Liouville
eigenvalue problem for X.

10.5. Referring to Remark 10.3, the initial value problem (10.21) is
stated without much explanation. Provide the details.

10.6. Find the eigenvalues and eigenfunctions of the boundary value
problem

y′′(x) + λy(x) = 0, −ℓ < x < ℓ, (10.35a)

y(−ℓ) = 0, (10.35b)

y′(ℓ) = 0. (10.35c)

10.7. Solve the heat conduction problem in a homogeneous rod which
is insulated all around, including its ends, and whose initial tempera-
ture is f (x), 0 ≤ x ≤ ℓ.

Hint: See Exercise 8.7.

10.8. Re-do Example 10.5 by taking the initial displacement f as zero
but imposing an initial velocity ut(x, 0) = g(x).

10.9. A taut homogeneous steel wire occupies the horizontal interval
0 ≤ x ≤ ℓ in its equilibrium state and is fixed at its ends. We subject the
wire to a variable magnetic field that exerts a force of q(x, t) = σ sin ωt
per unit mass in the vertical direction. Find the wire’s motion if it
starts from rest at time t = 0. Is resonance possible?

10.10. In Section 10.3 the initial value problem (10.29) is solved in two
different ways. Do it a third way through the method of integrating
factors. Which of the three approaches do you prefer?
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Nonhomogeneous boundary data

The eigenfunction expansion method depends crucially on the homo-
geneity of the boundary conditions (10.13b) and (10.13c), that is, the fact
that their right-hand sides are zero. After all, each term cn(t)Xn(x) in
the eigenfunction expansion (10.16a) satisfies those boundary condi-
tions, and consequently their sum, that is u(x, t), also satisfies them.
That would not be the case if the boundary conditions were nonhomo-
geneous.

It turns out, as we are going to see now, that nonhomogeneous
boundary conditions may be reduced to homogeneous ones through a
change of variable. We begin with the simple case where the values of
the solution are specified at the boundaries, and later we treat a more
general case.

11.1 A simple case

To illustrate the idea, consider the IBVP for the heat equation in a
rod where the (possibly time-dependent) temperature is specified at
its ends:

ut = kuxx + q(x, t) 0 < x < ℓ, t > 0, (11.1a)

u(0, t) = α(t) t > 0, (11.1b)

u(ℓ, t) = β(t) t > 0, (11.1c)

u(x, 0) = f (x) 0 < x < ℓ. (11.1d)

Split the solution u(x, t) of (11.1) into a sum

u(x, t) = v(x, t) + η(x, t) (11.2)

where η is any (twice differentiable) function that satisfies the given
boundary conditions

η(0, t) = α(t), η(ℓ, t) = β(t), t > 0. (11.3)
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There are infinitely many possible choices here; any η with those prop-
erties will do. For any such η, since u and η share identical boundary
conditions, their difference, v, satisfies zero boundary conditions, that
is,

v(0, t) = 0, v(ℓ, t) = 0, t > 0.

Moreover, since u satisfies the PDE (11.1a) and the initial condition (11.1d),
we have

vt + ηt = k(vxx + ηxx) + q,

v(x, 0) + η(x, 0) = f (x).

In summary, v satisfies the following IBVP:

vt = kvxx + q + kηxx − ηt 0 < x < ℓ, t > 0

v(0, t) = 0 t > 0,

v(ℓ, t) = 0 t > 0,

v(x, 0) = f (x)− η(x, 0) 0 < x < ℓ.

Letting

q̃(x, t) = q(x, t) + kηxx(x, t)− ηt(x, t), f̃ (x) = f (x)− η(x, 0), (11.4)

this becomes

vt = kvxx + q̃(x, t) 0 < x < ℓ, t > 0 (11.5a)

v(0, t) = 0 t > 0, (11.5b)

v(ℓ, t) = 0 t > 0, (11.5c)

v(x, 0) = f̃ (x) 0 < x < ℓ. (11.5d)

Comparing with the original initial boundary value problem (11.1),
we see that the change of variable from u to v has had the effect of
reducing the boundary conditions to zeros while modifying the source
term q and the initial condition f . We may apply the methods that
we learned in the previous chapters to solve (11.5), and then find u
from (11.2).

Remark 11.1. As was noted above, there is quite a bit of flexibility in
the choosing a function η that satisfies the requirements (11.3). Here
are a couple of suggestions.

1. This choice1 1 Be sure to verify for yourself that
η(0, t) = α(t), η(ℓ, t) = β(t).

η(x, t) =
(

1 − x
ℓ

)
α(t) +

x
ℓ

β(t) (11.6)

works in general, is simple and straightforward, but there can be
better options in special cases, such as the one described next.
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2. In the special case where α and β are constants, and where the heat
source q is independent of time, the IBVP (11.1) has a steady-state
solution, u(ss)(x), which may be obtained by solving the boundary
value problem for the second order ODE

ku(ss)
xx + q(x) = 0 0 < x < ℓ,

u(ss)(0) = α,

u(ss)(ℓ) = β.

Then η(x, t) ≡ u(ss)(x) satisfies the requirement (11.3). Further-
more, q̃(x, t) evaluates to zero, and the IBVP (11.5) reduces to the
remarkably simple

vt = kvxx 0 < x < ℓ, t > 0

v(0, t) = 0 t > 0,

v(ℓ, t) = 0 t > 0,

v(x, 0) = f̃ (x)− u(ss)(x) 0 < x < ℓ.

Example 11.1. Solve the initial boundary value problem

ut = kuxx 0 < x < ℓ, t > 0, (11.7a)

u(0, t) = 0 t > 0, (11.7b)

u(ℓ, t) = σ sin ωt t > 0, (11.7c)

u(x, 0) = 0 0 < x < ℓ. (11.7d)

Solution. This corresponds to problem (11.1) with

q(x, t) = 0, α(t) = 0, β(t) = σ sin ωt, f (x) = 0

We let u = v + η as in (11.2), and pick η according to (11.6), that is,

η(x, t) =
σx
ℓ

sin ωt, (11.8)

and calculate q̃ and f̃ according to (11.4):

q̃(x, t) = −σωx
ℓ

cos ωt, f̃ (x) = 0.

Therefore, the initial boundary value problem (11.5) takes the form

vt = kvxx −
σωx
ℓ

cos ωt, 0 < x < ℓ, t > 0 (11.9a)

v(0, t) = 0, t > 0, (11.9b)

v(ℓ, t) = 0, t > 0, (11.9c)

v(x, 0) = 0. 0 < x < ℓ. (11.9d)
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This is quite similar to Chapter 10’s Example 10.4 on page 123 and we
leave its solution to you as an exercise. When you work out the details,
you will find that the solution u of (11.7) is

u(x, t) =
σx
ℓ

sin ωt +
∞

∑
n=1

Qn

ω2 + k2λ2
n

[

− kλne−kλnt + kλn cos ωt + ω sin ωt
]

sin γnx, (11.10)

where Qn = 2σω(−1)n

γnℓ
.

Figure 11.1: An animation of the solu-
tion (11.10) over the time range 0 < t <
34.

As in Example 10.4, the solution consists of the sum of a transient
(the exponentially decaying term) and steady-state oscillations of an-
gular frequency ω. That may be made explicit by rearranging the
solution into

u(x, t) = −
∞

∑
n=1

kλnQn

ω2 + k2λ2
n

e−kλnt sin γnx

+

[
∞

∑
n=1

kλnQn

ω2 + k2λ2
n

sin γnx

]
cos ωt

+

[
σx
ℓ

+
∞

∑
n=1

ωQn

ω2 + k2λ2
n

sin γnx

]
sin ωt.

The animation in Figure 11.1 was made over the time interval 0 ≤ t ≤
34 with the parameter values of

ℓ = 1, σ = 1, ω = 1, k = 1/50

after truncating the series in (11.10) to its first 10 terms.
Figure 11.2 depicts the graph of u(1/2, t), that is, the temperature

at x = 1/2, corresponding to the animation in Figure 11.1. We see that
the solution settles to a steady-state oscillation after a brief transient.

Figure 11.2: The graph of u(1/2, t) of the
solution (11.10).

11.2 General boundary conditions

We now turn to an IBVP with general boundary conditions:

ut = kuxx + q(x, t) 0 < ℓ < x, t > 0 (11.11a)

α1u(0, t) + α2ux(0, t) = α(t) t > 0, (11.11b)

β1u(ℓ, t) + β2ux(ℓ, t) = β(t) t > 0, (11.11c)

u(x, 0) = f (x) 0 < ℓ < x, (11.11d)

where α1, α2, β1, β2, are given constants, and α(t), β(t), q(x, t), and
f (x) are prescribed functions. We introduce the new unknown v(x, t)
which is related to the original unknown u(x, t) through

u(x, t) = v(x, t) + κ0(t) + κ1(t)x, (11.12)
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where κ0(t) and κ1(t) will be determined later. Substituting (11.12)
into IBVP (11.11) results in

vt(x, t) + κ′0(t) + κ′1(t)x = kvxx(x, t) + q(x, t),

α1
[
v(0, t) + κ0(t)

]
+ α2

[
vx(0, t) + κ1(t)

]
= α(t),

β1
[
v(ℓ, t) + κ0(t) + ℓκ1(t)

]
+ β2

[
vx(ℓ, t) + κ1(t)

]
= β(t),

v(x, 0) + κ0(0) + κ1(0)x = f (x),

which we rearrange as

vt(x, t) = kvxx(x, t) + q(x, t)−
[
κ′0(t) + κ′1(t)x

]
,

α1v(0, t) + α2vx(0, t) = α(t)−
[
α1κ0(t) + α2κ1(t)

]
,

β1v(ℓ, t) + β2vx(ℓ, t) = β(t)−
[

β1
(
κ0(t) + ℓκ1(t)

)
+ β2κ1(t)

]
,

v(x, 0) = f (x)−
[
κ0(0) + κ1(0)x

]
.

We force homogeneous boundary conditions on v by setting the right-
hand sides of the boundary conditions to zero:

α(t)−
[
α1κ0(t) + α2κ1(t)

]
= 0,

β(t)−
[

β1
(
κ0(t) + ℓκ1(t)

)
+ β2κ1(t)

]
= 0.

We solve this for κ0(t) and κ1(t) and obtain

κ0(t) =
(ℓβ1 + β2)α(t)− α2β(t)
(ℓβ1 + β2)α1 − α2β1

, (11.13a)

κ1(t) =
α1β(t)− β1α(t)

(ℓβ1 + β2)α1 − α2β1
. (11.13b)

With this choice of κ0(t) and κ1(t) we arrive at an IBVP for v with
homogeneous boundary conditions:

vt(x, t) = kvxx(x, t) + q(x, t)−
[
κ′0(t) + κ′1(t)x

]
, (11.14a)

α1v(0, t) + α2vx(0, t) = 0, (11.14b)

β1v(ℓ, t) + β2vx(ℓ, t) = 0, (11.14c)

v(x, 0) = f (x)−
[
κ0(0) + κ1(0)x

]
, (11.14d)

which can be solved through Chapter 10’s eigenfunction expansion
method. After calculating v, we obtain the solution u of the original
IBVP (11.11) through (11.12).

Remark 11.2. The method described above is not completely fool-proof.
The calculation of κ0(t) and κ1(t) can fail if the denominators in (11.13)
happen to be zero. In particular, that is guaranteed to happen if α1 =

β1 = 0. 2 We will see in the exercises how to get around that issue. 2 When α1 = β1 = 0, the boundary con-
ditions (11.11b) and (11.11c) amount the
interesting case of prescribed fluxes at
the ends of the heat conducting rod.
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11.3 Exercises

11.1. Provide the details that lead to the solution (11.10) of Exam-
ple (11.1).

11.2. It was pointed out that the change of variable (11.12) fails when
α1 = β1 = 0. Show that replacing (11.12) with

u(x, t) = v(x, t) + κ1(t)x + κ2(t)x2

gets around that problem.

11.3. Show that

η(x, t) =
1

6kℓ

[
x(ℓ− x)(2ℓ− x)

(
q(0, t)− α′(t)

)]

+
1

6kℓ

[
x(ℓ− x)(ℓ+ x)

(
q(ℓ, t)− β′(t)

)]
+

(
1 − x

ℓ

)
α(t) +

x
ℓ

β(t)

satisfies the requirements (11.3) and therefore the change of variable
u = v + η transforms the nonhomogeneous IBVP (11.1) to the homo-
geneous one (11.5). Additionally, show that with this choice of η, the
function q̃ defined in (11.4) is zero at the boundary, that is,

q̃(0, t) = 0, q̃(ℓ, 0) = 0.

This is a very desirable result. In order to solve the IBVP (11.5) through
eigenfunction expansion, we need to expand q̃ into a series of eigen-
functions. The function q̃ being zero at the boundary results in a fast
converging series since the eigenfunctions are zero at the boundary.

11.4. Solve the IBVP

ut = kuxx 0 < x < ℓ, t > 0,

u(0, t) = 0 t > 0,

ux(ℓ, t) = σ sin ωt t > 0,

u(x, 0) = 0 0 < x < ℓ.

This corresponds to heat conduction in a bar with one end maintained
at temperature zero, while the other end is subjected to sinusoidal heat
flux.

11.5. Consider the IBVP

ut = kuxx + 1 0 < x < ℓ, t > 0,

u(0, t) = α t > 0,

u(ℓ, t) = β t > 0,

u(x, 0) = f (x) 0 < x < ℓ,

where α and β are constants. Pick η(x, t) according to (11.6) and reduce
the IBVP to one of homogeneous boundary conditions. No need to
solve the reduced IBVP.
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11.6. Consider the previous exercise’s IBVP, but now select an alter-
native η according to the idea introduced in Remark 11.1 (page 130).
Use that η to reduce the IBVP to one of homogeneous boundary con-
ditions. No need to solve the reduced IBVP. Do you see an advantage
of this choice of η versus that in the previous exercise?

11.7. Solve the following IBVP for the wave equation which is forced
at the boundary. Is resonance possible?

utt = c2uxx 0 < x < ℓ, t > 0,

u(0, t) = 0 t > 0,

ux(ℓ, t) = σ sin ωt t > 0,

u(x, 0) = 0 0 < x < ℓ,

ut(x, 0) = 0 0 < x < ℓ.
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The Poisson equation

Poisson’s equation is ubiquitous in all areas of physics, encompass-
ing the studies of diverse subjects such as electromagnetism, celestial
mechanics, fluid dynamics, aerodynamics, and structural mechanics.
Depending on the application, it may be posed in two three spatial
dimensions. In this chapter we limit our study to two spatial dimen-
sions, and therefore the unknown will be a function u on a domain Ω
in R2. If Ω is embedded in the Cartesian xy plane, Poisson’s equation
is expressed as

uxx + uyy + q = 0 in Ω,

where q = q(x, y) is a prescribed and u = u(x, y) is to be determined.
Applications that give rise to Poisson’s equation provide supple-

mentary data in the form of boundary conditions that enables one to
identify a unique solution. A typical formulation is

uxx + uyy + q = 0 in Ω, (12.1a)

u = f on ∂Ω. (12.1b)

where ∂Ω is the customary notation for the boundary of the domain Ω.
Equations (12.1) constitute a Poisson boundary value problem.

In a Poisson boundary value problem (BVP) the analysis of the
PDE is intricately intertwined with the geometry of Ω. The chal-
lenge in solving a Poisson problem is to successfully handle these two
aspects simultaneously. In this textbook we limit Ω to simple geo-
metric shapes, such as rectangles, disks, sectors of disks, and annuli.
More complex geometric shapes are typically treated through numer-
ical methods, such as finite differences and finite elements.

12.1 Membranes and the Poisson equation

As was noted earlier, Poisson’s equation is ubiquitous in applications.
To provide a concrete perspective and motivate the study of the rest
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of this chapter, we sketch an easy-to-grasp instance that gives rise to
Poisson’s equation.

In Chapter 5 we saw that an application of Newton’s law of mo-
tion to a taut string results in the wave equation utt = c2uxx + q(x, t),
where u(x, t) is the string’s transverse displacement, and q(x, t) is an
externally applied force per unit mass. A similar reasoning, applied to
uniformly stretched membrane, such as that of the surface of a drum,
leads to the equation

utt = c2(uxx + uyy) + q(x, y, t), (12.2)

where u = u(x, y, t) is the membrane’s transverse displacement and q
is is an externally applied force per unit mass.

Consider the membrane’s static equilibrium, that is, the situation
where motion has ceased and the membrane has reached a rest state
under the influence of the applied force q. Then, u and q no longer
change with time, and so now we have u = u(x, y) and q = q(x, y). In
particular, the acceleration utt is zero, and therefore (12.2) reduces to
the Poisson equation

uxx + uyy + q = 0 in Ω,

were in a typical drum the domain Ω is a disk but our formulation
applies to general shapes. A rectangular drum, for instance, is quite
admissible.

Since the membrane is fixed along its edges to the drum, the dis-
placement is zero at the edges and therefore the boundary condition
is u = 0 on ∂Ω.

12.2 Solving the Poisson equation on a rectangle

Here we solve the Poisson boundary value problem

uxx + uyy + q(x, y) = 0 in Ω, (12.3a)

u = 0 on ∂Ω, (12.3b)

where Ω is the rectangle

Ω =
{
(x, y) | 0 < x < a, 0 < y < b

}
, (12.3c)

of some positive dimensions a and b. This is achieved by expanding
u(x, y) and q(x, y) into series of suitably chosen eigenfunctions.

Let us introduce the pair of eigenvalue problems

X′′(x) + λX(x) = 0, Y′′(y) + µY(y) = 0, (12.4a)

X(0) = X(a) = 0, Y(0) = Y(b) = 0. (12.4b)
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We know that each of these has infinitely many eigenvalues and eigen-
functions, given through

γm =
mπ

a
, νn =

nπ

b
, (12.5a)

λm = γ2
m =

(mπ

a

)2
, µn = ν2

n =
(nπ

b

)2
, (12.5b)

Xm(x) = sin γmx = sin
mπx

a
, Yn(y) = sin νny = sin

nπy
b

, (12.5c)

∥Xm∥2 =
∫ a

0
Xm(x)2 dx =

1
2

a, ∥Yn∥2 =
∫ b

0
Yn(y)2 dy =

1
2

b. (12.5d)

For any fixed y, the function q(x, y) may be regarded as as function
of x defined over the interval [0, a] and therefore may be expanded into
an infinite series of the eigenfunctions Xm:

q(x, y) =
∞

∑
m=1

cm(y)Xm(x), (12.6)

where the coefficients cm depend on the choice of y in that expansion.
Now, cm is a function of y where y ∈ [0, b], and therefore it can be

expanded into an infinite series of the eigenfunctions Yn:

cm(y) =
∞

∑
n=1

QmnYn(y), m = 1, 2, . . . .

The coefficients Qmn depend on m since cm depends on m. Substituting
this expression for cm(y) into (12.6), we get

q(x, y) =
∞

∑
m=1

∞

∑
n=1

QmnXm(x)Yn(y). (12.7)

To find the coefficients Qmn, we multiply that expression by Xi(x)Yj(y)
(with arbitrary i and j) and integrate the result over the rectangle

∫∫

Ω
q(x, y)Xi(x)Yj(y) dx dy

=
∞

∑
m=1

∞

∑
n=1

∫∫

Ω
QmnXm(x)Yn(y)Xi(x)Yj(y) dx dy.

The double integrals on the right-hand side can be evaluated through
Fubini’s theorem:

∫∫

Ω
Xm(x)Yn(y)Xi(x)Yj(y) dx dy

=
∫ b

0

[∫ a

0
Xm(x)Xi(x) dx

]
Yn(y)Yj(y) dy

=
[∫ a

0
Xm(x)Xi(x) dx

][∫ b

0
Yn(y)Yj(y) dy

]
,
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and therefore
∫∫

Ω
q(x, y)Xi(x)Yj(y) dx dy

=
∞

∑
m=1

∞

∑
n=1

Qmn

[∫ a

0
Xm(x)Xi(x) dx

][∫ b

0
Yn(y)Yj(y) dy

]
.

Due to the orthogonality of the eigenfunctions, the integral∫ b
0 Yn(y)Yj(y) dy is zero for all n and j except when n = j in which

case it evaluates to b/2. Therefore, as the summation index n runs
from 1 to infinity, only the jth term survives and the inner summation
yields b/2. We thus obtain

∫∫

Ω
q(x, y)Xi(x)Yj(y) dx dy =

b
2

∞

∑
m=1

Qmj

[∫ a

0
Xm(x)Xi(x) dx

]
.

Similarly, the integral
∫ a

0 Xm(x)Xj(x) dy is zero for all m and i except
when m = i in which case it evaluates to a/2. Therefore, as the sum-
mation index m runs from 1 to infinity, only the ith term survives and
the summation yields a/2. We thus arrive at

∫∫

Ω
q(x, y)Xi(x)Yj(y) dx dy =

ab
4

Qij,

and therefore

Qij =
4
ab

∫∫

Ω
q(x, y)Xi(x)Yj(y) dx dy, i, j = 1, 2, . . . . (12.8)

In summary, any function1 q defined on the rectangle Ω may be 1 Well, almost any. We need q to be
square-integrable over the rectangle, that
is, ∫∫

Ω

∣∣q(x, y)
∣∣2 dx dy < ∞.

expanded into the doubly-infinite series of eigenfunctions (12.7). The
coefficients of the expansion may be computed through (12.8).

To solve the Poisson BVP (12.3), we look for the solution u in the
form of a doubly-infinite series of eigenfunctions, as in

u(x, y) =
∞

∑
m=1

∞

∑
n=1

UmnXm(x)Yn(y). (12.9)

To find the coefficients Umn, we substitute this representation into (12.3a):
∞

∑
m=1

∞

∑
n=1

Umn

[
X′′

m(x)Yn(y) + Xm(x)Y′′
n (y)

]
+ q(x, y) = 0. (12.10)

In view of (12.4) and (12.5) we have X′′
m = −λmXm and Y′′

n = −µnYn,
and therefore (12.10) leads to

q(x, y) =
∞

∑
m=1

∞

∑
n=1

Umn
(
λm + µn

)
Xm(x)Yn(y).

Comparing this with (12.7) we see that Qmn = Umn
(
λm + µn

)
, whence

Umn =
Qmn

λm + µn
, m, n = 1, 2, . . . . (12.11)

Substituting this in (12.9) we arrive at the solutions of the Poisson’s
BVP.
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Example 12.1. Solve Poisson’s BVP (12.3a)–(12.3c) when q(x, y) is iden-
tically 5 over Ω.

Solution. We begin with calculating the coefficients Qmn from (12.8)
with q ≡ 5:

Qmn =
4
ab

∫∫

Ω
5 Xm(x)Yn(y) dx dy =

20
ab

∫ b

0

[∫ a

0
Xm(x) dx

]
Yn(y) dx.

Referring to (12.5c), we have
∫ a

0
Xm(x) dx =

∫ a

0
sin γmx dx = − 1

γm
cos γmx

∣∣∣∣
a

0

=
1

γm

[
1 − cos γma

]
=

1
γm

[
1 − (−1)m

]
,

and similarly, ∫ b

0
Yn(y) dy =

1
νn

[
1 − (−1)n

]
,

where γm and νn are given in (12.5a). It follows that

Qmn =
20

abγmνn

[
1 − (−1)m][1 − (−1)n],

and therefore

Umn =
20

abγmνn(λm + µn)

[
1 − (−1)m][1 − (−1)n].

We conclude that

u(x, y) =
20
ab

∞

∑
m=1

∞

∑
n=1

[
1 − (−1)m][1 − (−1)n]

γmνn(λm + µn)
Xm(x)Yn(y).

Figure 12.1 shows the graph of u with the choices a = 1 and b = 1.

Figure 12.1: The graph of the solution
u(x, y) of Example 12.1 with a = 1 and
b = 1.

12.3 Exercises

12.1. Consider rectangular membrane spanning the horizontal rectan-
gle Ω defined in (12.3c). Suppose the membrane is glued to the rect-
angle’s left, bottom, and right edges, but is displaced vertically along
the top edge by f (x) = 2x(a − x). Find the membrane’s shape, that is,
the vertical displacement u(x, y) at any (x, y) ∈ Ω. Suppose there is
no external force acting on the membrane.

Hint: Verify that the function η(x, y) = y
b f (x) satisfies the same bound-

ary conditions as the membrane. Consequently, if we let u(x, y) =

v(x, t)+ η(x, y), then v will satisfy zero boundary conditions all around
Ω’s boundary.

12.2. Find the steady-state temperature distribution on the rectangular
lamina Ω =

{
(x, y) | 0 < x < a, 0 < y < b

}
where the boundary

temperature is prescribed as zero on the bottom half (0 < y < b/2)
and one on the top half.





13
PDEs in polar coordinates

Our study of the Poisson equation in Chapter 12 was limited to rectan-
gular domains. Here we extend that study to domains whose bound-
aries are circles or arcs of circles.

13.1 Laplace’s operator in polar coordinates

The geometry of domains with circular boundaries is naturally ex-
pressed in polar coordinates. To solve PDEs in such domains, we
would want to express the unknown and its derivatives in polar co-
ordinates as well. Figure 13.1 shows us the customary representation
of the polar coordinates (r, θ) of a point P as they relate to the point’s
Cartesian coordinates (x, y) where it’s evident that

x = r cos θ, y = r sin θ. (13.1)

x

y

x

y

r
P

θ

Figure 13.1: The point P has Cartesian
coordinates (x, y) and polar coordinates
(r, θ).

As x and y vary, so do r and θ accordingly, that is to say, r and θ

may be viewed as functions of x and y. What are the derivatives of
those functions? To find out, differentiate the two equations in (13.1)
with respect to x with the help of the chain rule. We get

1 = rx cos θ − rθx sin θ, 0 = rx sin θ + rθx cos θ.

Solving this system of two equations for the unknowns rx and θx, we
get

rx = cos θ, θx = −1
r

sin θ. (13.2a)

A similar computation, where we differentiate the two equations
in (13.1) with respect to y, leads to

ry = sin θ, θy =
1
r

cos θ. (13.2b)

A function u(x, y) defined in Cartesian coordinates may be evalu-
ated at the corresponding polar coordinates as u(r cos θ, r sin θ). Such
evaluation defines a function U(r, θ), where

u(x, y) = u(r cos θ, r sin θ) = U(r, θ).
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Then by the chain rule, and with the help of (13.2a) and (13.2b), we get

ux = Urrx + Uθθx = Ur cos θ − 1
r

Uθ sin θ,

uy = Urry + Uθθy = Ur sin θ +
1
r

Uθ cos θ.

Carrying on to second derivatives, we calculate

uxx =
(

Ur cos θ − 1
r

Uθ sin θ
)

x

=
(

Ur cos θ − 1
r

Uθ sin θ
)

r
rx +

(
Ur cos θ − 1

r
Uθ sin θ

)
θ

θx

=
(

Urr cos θ +
1
r2 Uθ sin θ − 1

r
Urθ sin θ

)
rx

+
(

Urθ cos θ − Ur sin θ − 1
r

Uθθ sin θ − 1
r

Uθ cos θ
)

θx.

We substitute for rx and θx from (13.2a), multiply through and group
the terms, and arrive at

uxx = Urr cos2 θ − 2
r

Urθ sin θ cos θ +
1
r2 Uθθ sin2 θ

+
1
r

Ur sin2 θ +
2
r2 Uθ sin θ cos θ.

As similar computation shows that

uyy = Urr sin2 θ +
2
r

Urθ sin θ cos θ +
1
r2 Uθθ cos2 θ

+
1
r

Ur cos2 θ − 2
r2 Uθ sin θ cos θ.

As we add up the uxx and uyy calculated above, terms cancel/simplify
and we are led to a somewhat simple expression for the Laplacian in
polar coordinates:

∆u = uxx + uyy = Urr +
1
r

Ur +
1
r2 Uθθ . (13.3)

13.2 Separation of variables

In Chapter (7) we derived the equation of heat conduction ut = kuxx +

q in a one-dimensional homogeneous medium through an analysis of
the balance of thermal energy. A very similar analysis leads to the
equation of heat conduction in 2D:

ut = k∆u + q, (13.4)

where ∆ is the Laplacian operator, k is medium’s thermal diffusivity,
and q is the internal heat source (if there is one) per unit area per
unit time. If q and the boundary conditions are independent of time,
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them the temperature approaches steady-state that satisfies the Pois-
son equation k∆u + q = 0. Normally one divides the equation by k
and renames q/k to q, and considers the reduced equation

∆u + q = 0 (13.5)

The separation of variables approach works quite well with this equa-
tion in polar coordinates. We illustrate the approach through a few
examples.

Example 13.1 (Quarter-disk). Consider a thin lamina in the shape of a
quarter-disk of radius a defined in polar coordinates as

Ω =
{
(r, θ) | 0 ≤ r ≤ a, 0 ≤ θ ≤ π

2

}
.

The lamina consists of a homogeneous heat-conducting material. It is
thermally insulated on its top and bottom surfaces (see Figure 13.2)
but it may exchange heat with the outside through its edges.

x

yz

x

y

u = 0

u
=

0

u(a, θ) = f (θ)

a

a

Figure 13.2: On the left, the lamina is
shown as a three-dimensional object for
visualization purposes. The mathemati-
cal model treats the lamina as a flat two-
dimensional object. The top and bottom
faces (drawn in green) are thermally in-
sulated. The edges (drawn in red) can
exchange heat with the outside.

In the diagram on the right, we have
specified u = 0 on the edges along the
x and y axes, and a variable temperature
along the circular arc.

We specify an arbitrary temperature distribution along the lamina’s
curved edge, while maintaining its straight edges at zero temperature.
Assuming that there is no internal heat source, the steady-state tem-
perature u(r, θ) in the lamina solves the boundary value problem

urr +
1
r

ur +
1
r2 uθθ = 0 in Ω, (13.6a)

u(r, 0) = 0 0 ≤ r ≤ a, (13.6b)

u
(

r,
π

2

)
= 0 0 ≤ r ≤ a, (13.6c)

u(a, θ) = f (θ) 0 ≤ θ ≤ π

2
. (13.6d)

To determine u(r, θ), we begin by looking for functions u(r, θ) =

R(r)Ψ(θ) that satisfy the first three of the equations (13.6). From (13.6a)
we get

R′′(r)Ψ(θ) +
1
r

R′(r)Ψ(θ) +
1
r2 R(r)Ψ′′(θ) = 0,
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which separates into

r2R′′(r) + rR′(r)
R(r)

= −Ψ′′(θ)
Ψ(θ)

= λ, (13.7)

where λ is the separation constant, while the boundary conditions (13.6b)
and (13.6c) yield

R(r)Ψ(0) = 0, R(r)Ψ
(π

2

)
= 0.

We thus arrive at a familiar eigenvalue problem for Ψ:

Ψ′′(θ) + λΨ(θ) = 0, Ψ(0) = 0, Ψ
(π

2

)
= 0. (13.8)

The eigenvalues and eigenfunctions are

γn = 2n, λn = γ2
n = 4n2,

Ψn(θ) = sin γnθ = sin 2nθ, n = 1, 2, . . . . (13.9)

Then from (13.7) we get

r2R′′
n(r) + rR′

n(r)− λnRn(r) = 0. (13.10)

This is the well-know Euler’s differential equation whose solutions
are of the form R(r) = rp. To find the value of the exponent p, we
calculate R′(r) = prp−1, and R′′(r) = p(p − 1)rp−2 and substitute into
the differential equation. We get p(p − 1)rp + prp − λnrp = 0, and
therefore p(p − 1) + p − λn = 0, which simplifies to p2 = λn. We
conclude that p = ±√

λn = ±γn = ±2n and therefore

Rn(r) = Anrγn +
Bn

rγn
, (13.11)

where γn = 2n, and An and Bn are arbitrary constants. We are forced
to set Bn = 0 because otherwise the solution will blow up at r = 0.

Having constructed the functions un(r, θ) = rγn sin γnθ, n = 1, 2, . . .
that satisfy the first three of the equations in (13.6), we form the infinite
linear combination

u(r, θ) =
∞

∑
n=1

cnrγn sin γnθ (13.12)

and determine the coefficients cn so that to enforce the fourth equation,
that is, u(a, θ) = f (θ). Substituting r = a in (13.12), we get

f (θ) =
∞

∑
n=1

cnaγn sin γnθ.

This the usual sine series representation of the function f . The coeffi-
cients are obtained from

cnaγn =
2

π/2

∫ π/2

0
f (θ) sin γnθ dθ,
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and therefore

cn =
4

aγn π

∫ π/2

0
f (θ) sin γnθ dθ.

This, together with (13.12), completely determines the solution of the
original BVP.

As a concrete case, let’s say f (θ) = 1 for all θ ∈ [0, π
2 ]. Then

∫ π/2

0
f (θ) sin γnθ dθ =

∫ π/2

0
sin 2nθ dθ

= − 1
2n

cos 2nθ

∣∣∣∣
π/2

0
=

1
2n

[
1 − cos nπ

]
=

1 − (−1)n

2n
,

and therefore

cn =
2
π

· 1 − (−1)n

na2n ,

whence

u(r, θ) =
2
π

∞

∑
n=1

1 − (−1)n

n

( r
a

)2n
sin 2nθ.

The adjacent diagram shows the temperature distribution in the lam-
ina. Red is hot, blue is cold.

Example 13.2 (Partial annulus). Let’s solve the heat equation in the
domain

Ω =
{
(r, θ) | a ≤ r ≤ b, 0 ≤ θ ≤ π

2

}

shown in Figure 13.3. We fix the boundary temperature at zero along
the straight edges, and f (θ) and g(θ) along the curved edges, as indi-
cated in the figure. There are no internal heat sources. This leads to
the boundary value problem

urr +
1
r

ur +
1
r2 uθθ = 0 in Ω, (13.13a)

u(r, 0) = 0 a ≤ r ≤ b, (13.13b)

u
(

r,
π

2

)
= 0 a ≤ r ≤ b, (13.13c)

u(a, θ) = f (θ) 0 ≤ θ ≤ π

2
, (13.13d)

u(b, θ) = g(θ) 0 ≤ θ ≤ π

2
. (13.13e)

The search for solutions of the form u(r, θ) = R(r)Ψ(θ) works ex-
actly as in Example (13.1) and leads to the eigenvalue problem (13.8)
for Ψ whose solutions are given in (13.9), and the Euler equation (13.10)
for R whose general solution is given in (13.11).

At this point, the solution of the current problem diverges from
that of Example (13.1). In the previous case we set the constant B
in (13.11) to zero to avoid the singularity at r = 0, that is, at the origin.
In the current case that is not an issue since Ω does not include the
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x

yz

x

y

a b

a

b

u = 0

u = 0 u(b, θ) = g(θ)

u(a, θ) = f (θ)

Figure 13.3: The temperature is zero
along the lamina’s straight edges, and
f (θ) and g(θ) along the curved edges.

origin. Therefore we retain the full form of (13.11) and thus arrive at a
sequence of separated solutions

un(r, θ) =
(

Anrγn +
Bn

rγn

)
sin γnθ, n = 1, 2, . . . ,

where γn = 2n. Each of these satisfies the first three of the equa-
tions (13.13), and therefore so does the infinite linear combination

u(r, θ) =
∞

∑
n=1

(
Anrγn +

Bn

rγn

)
sin γnθ. (13.14)

We now determine the coefficients An and Bn so that the remaining
two conditions hold as well, that is,

f (θ) =
∞

∑
n=1

(
Anaγn +

Bn

aγn

)
sin γnθ,

g(θ) =
∞

∑
n=1

(
Anbγn +

Bn

bγn

)
sin γnθ.

These are the Fourier sine series expansions of the functions f and f .
The coefficients are obtained in the usual way:

Anaγn +
Bn

aγn
=

2
π/2

∫ π/2

0
f (θ) sin γn dθ,

Anbγn +
Bn

bγn
=

2
π/2

∫ π/2

0
g(θ) sin γn dθ.

Solving this system of two equations for the two unknowns An and
Bn, we get

An =
bγn Qn − aγn Pn

b2γn − a2γn
, Bn =

aγn bγn(bγn Pn − aγn Qn

b2γn − a2γn
,

where Pn and Qn are the right-hand sides of the system, that is

Pn =
4
π

∫ π/2

0
f (θ) sin γn dθ, Qn =

4
π

∫ π/2

0
g(θ) sin γn dθ.
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We conclude that

Anrγn +
Bn

rγn
=

1 −
( r

b
)2γn

1 −
( a

b
)2γn

·
( a

r

)γn
Pn +

1 −
( a

r
)2γn

1 −
( a

b
)2γn

·
( r

b

)γn
Qn,

and therefore

u(r, θ) =
∞

∑
n=1

[
1 −

( r
b
)2γn

1 −
( a

b
)2γn

·
( a

r

)γn
Pn +

1 −
( a

r
)2γn

1 −
( a

b
)2γn

·
( r

b

)γn
Qn

]
sin γnθ.

The adjacent diagram shows the temperature distribution in the lam-
ina. Red is hot, blue is cold.

Example 13.3 (Quarter-disk with heat source ). Consider the steady-
state heat conduction equation (13.5) in the quarter-disk domain Ω of
Example 13.1 in the presence of a heat source q(r, θ). Let’s take, for the
sake of simplicity, that the temperature is fixed at zero all around Ω’s
boundary. We wish to determine the temperature u(r, θ) in the lamina.
Here is the formulation of the BVP:

urr +
1
r

ur +
1
r2 uθθ + q(r, θ) = 0 in Ω, (13.15a)

u(r, 0) = 0 0 ≤ r ≤ a, (13.15b)

u
(

r,
π

2

)
= 0 0 ≤ r ≤ a, (13.15c)

u(a, θ) = 0 0 ≤ θ ≤ π

2
. (13.15d)

We expand the unknown temperature distribution u(r, θ) and the
known heat source q(r, θ) into series of the eigenfunction Ψn(θ) that
we found in Example (13.1)—see equations (13.8) and (13.9)—as in

u(r, θ) =
∞

∑
n=1

Rn(r)Ψn(θ), (13.16a)

q(r, θ) =
∞

∑
n=1

χn(r)Ψn(θ). (13.16b)

The coefficients χn(r) are readily found through the usual formula

χn(r) =
2

π/2

∫ π/2

0
q(r, θ)Ψn(θ) dθ =

4
π

∫ π/2

0
q(r, θ) sin 2nθ dθ.

(13.17)
To find the coefficients Rn(r), we substitute (13.16a) in the PDE (13.15a).
We get

∞

∑
n=1

[
R′′

n(r)Ψn(θ) +
1
r

R′
n(r)Ψn(θ) +

1
r2 Rn(r)Ψ′′

n(θ)

]
+ q(r, θ) = 0.

We make the substitution1 Ψ′′
n(θ) = −λnΨn(θ) = −γ2

nΨn(θ), group 1 Ψn(θ), being an eigenfunction of (13.8),
satisfies Ψ′′

n(θ) + λnΨn(θ) = 0.
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the terms, isolate q(r, θ), and arrive at

q(r, θ) = −
∞

∑
n=1

[
R′′

n(r) +
1
r

R′
n(r)−

γ2
n

r2 Rn(r)
]

Ψn(θ).

Comparing this against (13.16b), leads to

χn(r) = −
[

R′′
n(r) +

1
r

R′
n(r)−

γ2
n

r2 Rn(r)
]

,

which is better expressed as

r2R′′
n(r) + rR′

n(r)− γ2
nRn(r) = −r2χn(r), n = 1, 2, . . . . (13.18)

These are nonhomogeneous versions of Euler’s equation. The values
of the right-hand sides are available in (13.17). The general solution of
the corresponding homogeneous equation for each n is given in (13.11).
All there remains is to find a particular solution of the nonhomoge-
neous equation and add to the solution of the homogeneous equation.

Let’s work out a concrete case. Suppose that the heat source is
uniformly distributed over the lamina. Thus, take q ≡ 1. We compute
χn(r) through (13.17):

χn(r) =
4
π

∫ π/2

0
sin 2nθ dθ = − 2

nπ
cos 2nθ

∣∣∣∣
π/2

0

=
2

nπ

[
1 − cos nπ

]
=

2
nπ

[
1 − (−1)n].

We see that χn(r) is independent of r, and therefore as far as the
ODEs (13.18) are concerned, it is a constant. Let

Qn =
2

nπ

[
1 − (−1)n]

be a temporary placeholder for χn(r) and write the ODEs as

r2R′′
n(r) + rR′

n(r)− γ2
nRn(r) = −Qnr2. (13.19)

Considering the special structure of the equation, it make sense to
look for a particular solution of the form Cr2. Plugging that guess into
the ODE we obtain 4Cr2 − γ2

nCr2 = −Qnr2, whence C = Qn
γ2

n−4
. We

conclude that the general solution of (13.19) is

Rn(r) = Anrγn +
Bn

rγn
+

Qn

γ2
n − 4

r2. (13.20)

But wait! Since γn = 2n, we have γ2
1 = 4 and therefore the evaluation

of R1(r) through (13.20) fails!
So we go back to the drawing board and take a close look at (13.19)

when n = 1, that is,

r2R′′
1 (r) + rR′

1(r)− 4R1(r) = −Q1r2.
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We can see clearly why a particular solution of the form R1(r) = Cr2

is not feasible—plugging R1(r) = Cr2 into that equation results in
0 = −Q1r2. So we try something like R1(r) = r2ϕ(r) for a ϕ that is to
be determined.2 Substituting that guess into the ODE, expanding the

2 You must have seen something simi-
lar in your course in ODEs. To solve
the equation y′′(t) + y(t) = sin ωt, we
look for a particular solution of the form
yp(x) = A sin ωt. Substituting yp into
the ODE we get

(
−Aω2 + A

)
sin ωt =

sin ωt, whence A = 1
1−ω2 , which works

as long as ω2 ̸= 1. When ω2 = 1 (the
resonance case) we look for a particular
solution of the form yp(t) = t sin ωt.

terms and simplifying, we arrive at

ϕ′′(r) +
5
r

ϕ′(r) = −Q1

r2 ,

which we then multiply this through integrating factor3 r5 to get
3 Here and in the next integration we dis-
card the constant of integration since any
particular solution will do.

(
r5ϕ′(r)

)′
= −Q1r3.

and then integrate:

r5ϕ′(r) = −Q1

4
r4.

We have thus obtained ϕ′(r) = −Q1
4r , and therefore ϕ(r) = − 1

4 Q1 ln r.
Recalling that γ1 = 2, we conclude that

R1(r) = A1r2 +
B1

r2 − 1
4

Q1r2 ln r. (13.21)

Note that this is quite different from Rn(r) in (13.20). That expression
is good for n ≥ 2. This one is for n = 1.

As in Example (13.1), we take Bn = 0 both in (13.20) and in (13.21)
because otherwise the solution will blow up at the origin. We thus
arrive at the solution candidate

u(r, θ) =
[

A1r2 − 1
4

Q1r2 ln r
]

sin γ1θ

+
∞

∑
n=2

[
Anrγn +

Qn

γ2
n − 4

r2
]

sin γnθ. (13.22)

This satisfies the PDE, and the boundary conditions on the lamina’s
straight edges. The boundary condition (13.15d) on the curved edge
implies that

[
A1a2 − 1

4
Q1a2 ln a

]
sin γ1θ +

∞

∑
n=2

[
Anaγn +

Qn

γ2
n − 4

a2
]

sin γn = 0.

From the orthogonality of the eigenfunctions it follows that the coeffi-
cients of the sine functions are zero, that is,

A1a2 − 1
4

Q1a2 ln a = 0,

Anaγn +
Qn

γ2
n − 4

a2 = 0, n = 2, 3, . . .

whence we obtain

A1 =
1
4

Q1 ln a, An = − Qna2

(γ2
n − 4)aγn

.



152 partial differential equations

We then evaluate the coefficients in the series (13.22):

A1r2 − 1
4

Q1r2 ln r =
1
4

Q1r2 ln
a
r

Anrγn +
Qn

γ2
n − 4

r2 =
Qna2

γ2
n − 4

[( r
a

)2
−

( r
a

)γn
]

We conclude that

u(r, θ) =
1
4

Q1r2 ln
a
r

sin 2nθ +
∞

∑
n=2

Qna2

γ2
n − 4

[( r
a

)2
−

( r
a

)γn
]

sin γnθ.

The adjacent diagram shows the temperature distribution in the lam-
ina. Red is hot, blue is cold.

13.2.1 Fourier series with periodic boundary conditions

When solving Poisson’s equation on a quarter-disk (see Figure 13.2 on
page 145), the boundary conditions u = 0 along the radii θ = 0 and
θ = π

2 , lead to the boundary condition Ψ(0) = 0 and Ψ
(

π
2
)
= 0 in

the eigenvalue problem (13.8). The domain’s 90-degree angle is not
particularly significant in the calculations’ logic; these could have been
done on a sector of any opening angle α, 0 < α < 2π, and would have
merely resulted in changing Ψ’s boundary conditions to Ψ(0) = 0 and
Ψ(α) = 0. The same goes for the partial annulus of Example 13.2. A
few exercises at the end of this chapter illustrate such variations.

Solving Poisson’s equation on the whole disk or a whole annulus is
a different story—there are no straight edges and therefore no radial
boundary data, so it seems that we lose the boundary conditions on
Ψ’s eigenvalue problem. Or do we?

The answer is both yes and no. Yes, we do lose what would have
been boundary conditions Ψ(0) = 0 and Ψ(2π) = 0 as we no longer
have radial data. And no, we still have data—of a different kind— on
Ψ(0) and Ψ(2π). To see that, observe that the beginning and ending
angles 0 and 2π on a disk are mere mathematical artifacts; the radii
along θ = 0 and θ = 2π have no distinguished roles among all other
radii on a physical disk. The solution u(r, θ) of the Poisson problem
is not “aware” of any special feature at θ = 0 and θ = 2π; it just sees
a continuous, if fact differentiable, temperature u(r, θ) which is peri-
odic of period 2π in θ. Consequently, Ψ(θ) that emerges in the separa-
tion of variables process is continuously differentiable and 2π-periodic
over θ = (−∞, ∞). We may express this as Ψ(0) = Ψ(2π), Ψ′(0) =
Ψ′(2π), or in an equivalent and a more appealing symmetric fashion,
Ψ(−π) = Ψ(π), Ψ′(−π) = Ψ′(π), and thus arrive at the eigenvalue
problem

Ψ′′(θ) + λΨ(θ) = 0, Ψ(−π) = Ψ(π), Ψ′(−π) = Ψ′(π). (13.23)
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We proceed to analyze this in the usual manner, by considering
three possible cases of signs of λ.

Case 1: λ < 0. To enforce the negativity of λ, take λ = −γ2, where
γ > 0. Then Ψ′′(−θ)− γ2Ψ(θ) = 0, and therefore

Ψ(θ) = a cosh γθ + b sinh γθ,

Ψ′(θ) = aγ sinh γθ + bγ cosh γθ.

Applying the boundary conditions results in the equations

a cosh(−γπ) + b sinh(−γπ) = a cosh(γπ) + b sinh(γπ),

aγ sinh(−γπ) + bγ cosh(−γπ) = aγ sinh(γπ) + bγ cosh(γπ),

which simplify to

b sinh(γπ) = 0, aγ sinh(γπ) = 0.

Since γ ̸= 0, these imply a = b = 0 and lead to the trivial solution.
We thus abandon the λ < 0 case.

Case 2: λ = 0. The differential equation is Ψ′′(θ) = 0 whose general
solution is Ψ(θ) = aθ + b. The first of the boundary conditions
in (13.23) yields a = 0 and reduces the solution to Ψ(θ) = b. Then
Ψ′(θ) = 0, and therefore the second boundary condition in (13.23)
is automatically satisfied. We conclude that λ = 0 is an eigenvalue
and the corresponding eigenfunction may be taken as Ψ0(θ) = 1.

Case 3: λ > 0. To enforce the negativity of λ, take λ = γ2, where γ >

0. Then Ψ′′(−θ) + γ2Ψ(θ) = 0, and therefore

Ψ(θ) = a cos γθ + b sin γθ,

Ψ′(θ) = −aγ sin γθ + bγ cos γθ.

Applying the boundary conditions results in the equations

a cos(−γπ) + b sin(−γπ) = a cos(γπ) + b sin(γπ),

−aγ sin(−γπ) + bγ cos(−γπ) = −aγ sin(γπ) + bγ cos(γπ),

which simplify to

b sin(γπ) = 0, aγ sin(γπ) = 0.

These hold for arbitrary a and b as long as sin(γπ) = 0, that is, if
γπ is an integer multiple of π. So we set γn = n, and conclude that
there are infinitely many eigenvalues λn = γ2

n = n2, n = 1, 2, . . ..
Corresponding to each eigenvalue λn, there are two eigenfunctions,
cos γnθ = cos nθ and sin γnθ = sin nθ, that is, λn is an eigenvalue of
multiplicity 2 when n = 1, 2, . . ..
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It can be shown that the eigenfunctions that we have just computed
form an orthogonal basis for the space of square-integrable function
L2(−π, π) and consequently a function f ∈ L2(−π, π) may be ex-
panded into the infinite series

f (θ) = a0 +
∞

∑
n=1

an cos nθ +
∞

∑
n=1

bn sin nθ. (13.24)

This is called the (full) Fourier series of the function f . The coeffi-
cients may be evaluated through the orthogonality properties of the
the eigenfunctions:

a0 =
1

2π

∫ π

−π
f (θ) dθ, (13.25a)

an =
1
π

∫ π

−π
f (θ) cos nθ dθ, (13.25b)

bn =
1
π

∫ π

−π
f (θ) sin nθ dθ. (13.25c)

13.3 The Poisson problem on the disk

Let us solve the Poisson problem

∆u + q = 0 in Ω, (13.26a)

u = f on ∂Ω (13.26b)

on the disk

Ω =
{
(r, θ) | 0 ≤ r < a, −π ≤ θ < π

}

in polar coordinates, for given forcing function q and boundary data
f .

We expand u, q, and f in the series eigenfunctions of the prob-
lem (13.23):

u(r, θ) = a0(r) +
∞

∑
n=1

an(r) cos nθ +
∞

∑
n=1

bn(r) sin nθ, (13.27a)

q(r, θ) = η0(r) +
∞

∑
n=1

ηn(r) cos nθ +
∞

∑
n=1

ξn(r) sin nθ, (13.27b)

f (θ) = ϕ0 +
∞

∑
n=1

ϕn cos nθ +
∞

∑
n=1

ψn sin nθ. (13.27c)

First, we calculate the coefficients of the expansions of q and f through
the formulas (13.25):

η0(r) =
1

2π

∫ π

−π
q(r, θ) dθ, ϕ0 =

1
2π

∫ π

−π
f (θ) dθ, (13.28a)

ηn(r) =
1
π

∫ π

−π
q(r, θ) cos nθ dθ, ϕn =

1
π

∫ π

−π
f (θ) cos nθ dθ, (13.28b)

ξn(r) =
1
π

∫ π

−π
q(r, θ) sin nθ dθ, ψn =

1
π

∫ π

−π
f (θ) sin nθ dθ. (13.28c)
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Next, we calculate the Laplacian of u in (13.27a) and substitute that,
and also the expansion (13.27b), into (13.26a):

a′′0 (r) +
1
r

a′0(r) +
∞

∑
n=1

(
a′′n(r) +

1
r

a′n(r)−
1
r2 an(r)n2

)
cos nθ

+
∞

∑
n=1

(
b′′n(r) +

1
r

b′n(r)−
1
r2 bn(r)n2

)
sin nθ

+ η0(r) +
∞

∑
n=1

ηn(r) cos nθ +
∞

∑
n=1

ξn(r) sin nθ = 0,

and regroup:

a′′0 (r) +
1
r

a′0(r) + η0(r)

+
∞

∑
n=1

(
a′′n(r) +

1
r

a′n(r)−
1
r2 an(r)n2 + ηn(r)

)
cos nθ

+
∞

∑
n=1

(
b′′n(r) +

1
r

b′n(r)−
1
r2 bn(r)n2 + ξn(r)

)
sin nθ = 0.

It follows that

a′′0 (r) +
1
r

a′0(r) + η0(r) = 0, (13.29a)

a′′n(r) +
1
r

a′n(r)−
1
r2 an(r)n2 + ηn(r) = 0, n = 1, 2, . . . , (13.29b)

b′′n(r) +
1
r

b′n(r)−
1
r2 bn(r)n2 + ξn(r) = 0, n = 1, 2, . . . . (13.29c)

These are linear, second order, nonhomogeneous ODEs. Their cor-
responding homogeneous parts are Euler equations. The general so-
lution of each equation involves two arbitrary constants. We insert
the solution, along with the arbitrary constants, into (13.27a), evalu-
ate the result at r = a, and match the resulting series against that of
the boundary condition f in (13.27c). That determines the values of
the arbitrary constants and thus completes the solution of the Poisson
problem.

The calculations are mostly mechanical/straightforward. The labo-
rious parts are (a) evaluating the integrals in (13.28), and (b) finding
particular solutions of the ODEs (13.29). We illustrate the process by
solving a very simple special case in the next section.

13.4 Disk heated on half of its boundary

Let us solve the steady-state heat conduction problem on a homoge-
neous disk of radius a, where the temperature on the disk’s lower-half
and upper-half boundaries are fixed at 0 and 1, respectively. Assume
there is no internal heat source.
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This amounts to solving the previous section’s BVP with q ≡ 0 and

f (θ) =





0 if − π ≤ θ < 0,

1 if 0 ≤ θ < π.
(13.30)

Referring to (13.28), we see that η0(r), ηn(r), and ξn(r) are zero, and

ϕ0 =
1

2π

∫ π

0
1 dθ =

1
2

, (13.31a)

ϕn =
1
π

∫ π

0
cos nθ dθ =

1
nπ

sin nπ = 0, (13.31b)

ψn =
1
π

∫ π

0
sin nθ dθ =

1
nπ

[
1 − cos nπ

]
=

1
nπ

[
1 − (−1)n

]
. (13.31c)

Since η0(r) = 0, equation (13.29a) reduces to a′′0 (r) +
1
r a′0(r) = 0

whose general solution is a0(r) = A0 + Ã0 ln r. To avoid blowup at
r = 0, we take Ã0 and arrive at a0(r) = A0.

Since ηn(r) = 0, equation (13.29b) reduces to a′′n(r)+
1
r a′n(r)− 1

r2 an(r)n2 =

0 whose general solution is an(r) = Anrn + Ãnr−n. To avoid blowup at
r = 0, we take Ãn and arrive at an(r) = Anrn. Similarly, we solve (13.29c)
and obtain bn(r) = Bnrn. Plugging these into (13.27a) we arrive at

u(r, θ) = A0 +
∞

∑
n=1

Anrn cos nθ +
∞

∑
n=1

Bnrn sin nθ. (13.32)

We evaluate this at r = a and equate the result to (13.27c)

A0 +
∞

∑
n=1

Anan cos nθ +
∞

∑
n=1

Bnan sin nθ = ϕ0 +
∞

∑
n=1

ϕn cos nθ +
∞

∑
n=1

ψn sin nθ,

and, taking (13.31) into consideration, conclude that

A0 = ϕ0 =
1
2

, Anan = ϕn = 0, Bnan = ψn =
1

nπ

[
1 − (−1)n

]
.

At last, plugging these into (13.32) we arrive at the final solution:

u(r, θ) =
1
2
+

1
π

∞

∑
n=1

1
n

[
1 − (−1)n

]( r
a

)n
sin nθ.

The expression in the square brackets alternates between zero and two,
so it suffices to sum over the odd integers only. We get

u(r, θ) =
1
2
+

2
π

∞

∑
n=1

1
2n − 1

( r
a

)2n−1
sin

(
(2n − 1)θ

)
.

The adjacent diagram shows the temperature distribution in the disk.
Red is hot, blue is cold.
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13.5 Exercises

13.1. Along the lines of Section 13.1’s calculations, show that

uxy =
1
2

(
Urr −

1
r

Ur −
1
r2 Uθθ

)
sin 2θ +

1
r

(
Urθ −

1
r

Uθ

)
cos 2θ.

13.2. Consider a homogeneous lamina in the shape of half a disk of
radius a defined in polar coordinates as

Ω =
{
(r, θ) | 0 ≤ r ≤ a, 0 ≤ θ ≤ π

}
.

The temperature is fixed at zero along the domain’s straight edge but it
is prescribed as u(a, θ) = f (θ) along the curved edge. Find the steady-
state temperature distribution u(r, θ) in the lamina. Assume that there
is no internal heat source.

13.3. Consider a lamina in the form of a half-annulus:

Ω =
{
(r, θ) | a ≤ r ≤ b, 0 ≤ θ ≤ π

}

The temperature along the outer curved boundary is u(b, θ) = sin θ,
but it’s zero on the remaining parts of the boundary. Find the steady-
state temperature distribution u(r, θ) in the lamina. Assume that there
is no internal heat source.

13.4. Consider the half-disk lamina of Exercise (13.2). Suppose that
the temperature is fixed at zero all around Ω’s boundary but there
is a uniformly distributed internal heat source q ≡ 1 in Ω. Find the
steady-state temperature distribution.

13.5. In Section 13.2.1 it was asserted that the eigenfunctions 1, cos nθ,
and sin nθ are mutually orthogonal in L2(−π, π). Verify that assertion,
that is, show that

∫ π

−π
1 · cos nθ dθ = 0,

∫ π

−π
1 · sin nθ dθ = 0,

∫ π

−π
sin mθ sin nθ dθ = 0, m ̸= n.

13.6. Find the full Fourier series expansion of the function f , defined
over [−π, π] such that

f (θ) =





1 if 0 ≤ θ ≤ π
2 ,

0 otherwise.

13.7. Find the steady-state temperature distribution on a homogeneous
disk of radius a, where the temperature on the quarter-boundary 0 ≤
θ ≤ π

2 is set to 1, and zero on the rest of the boundary. Assume there
is no internal heat source.
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13.8. Consider the steady-state conduction of heat in the annulus

Ω =
{
(r, θ) | a < r < b, −π ≤ θ < π

}

Suppose that the temperature of the inner boundary is fixed at zero,
while that of the outer boundary is 0 and 1 on the lower and upper
halves, respectively. Find the temperature distribution within the an-
nulus, assuming that there are no internal heat sources.



14
Time-dependent PDEs in 2D

In Section 12.2 we learned how to expand a function q defined over the
rectangle into a doubly-infinite Fourier series. For ease of reference, we
duplicate the the results here.

For any a > 0, b > 0, consider pair of eigenvalue problems

X′′(x) + λX(x) = 0, Y′′(y) + µY(y) = 0, (14.1a)

X(0) = X(a) = 0, Y(0) = Y(b) = 0, (14.1b)

each of which has infinitely many eigenvalues and eigenfunctions given
by

γm =
mπ

a
, νn =

nπ

b
, (14.2a)

λm = γ2
m =

(mπ

a

)2
, µn = ν2

n =
(nπ

b

)2
, (14.2b)

Xm(x) = sin γmx = sin
mπx

a
, Yn(y) = sin νny = sin

nπy
b

, (14.2c)

∥Xm∥2 =
∫ a

0
Xm(x)2 dx =

1
2

a, ∥Yn∥2 =
∫ b

0
Yn(y)2 dy =

1
2

b.

(14.2d)

Let q be a function defined over the rectangle

Ω =
{
(a, b) | 0 < x < a, 0 < y < b

}
. (14.3)

If q is square-integrable1, then it can be expanded into a doubly-infinite 1 Meaning
∫∫

Ω q(x, y)2 dx dx < ∞.

series of the eigenfunctions

q(x, y) =
∞

∑
m=1

∞

∑
n=1

QmnXm(x)Yn(y), (14.4)

where the coefficients Qmn are given by

Qmn =
4
ab

∫∫

Ω
q(x, y)Xm(x)Yn(y) dx dy, m, n = 1, 2, . . . . (14.5)

This is the key to solving time-dependent PDEs in 2D. We illustrate
this through examples.
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14.1 The vibration of a rectangular membrane

It was noted in Section 12.1 that the The transverse displacement u of
a taut membrane solves the PDE (12.2). If the membrane is stretched
over the rectangle Ω defined in (14.3), is glued/fixed along the rect-
angle’s edges, and no external force is applied to it, then the the dis-
placement u(x, y, t) is the solution of the following IBVP:

utt = c2(uxx + uyy) (x, y) ∈ Ω, t > 0, (14.6a)

u(x, y, t) = 0 (x, y) ∈ ∂Ω, t > 0, (14.6b)

u(x, y, 0) = f (x, y) (x, y) ∈ Ω, (14.6c)

ut(x, y, 0) = g(x, y) (x, y) ∈ Ω, (14.6d)

where f and g are the membrane’s initial displacement and velocity.
At any time t, the displacement is a function of (x, y) ∈ Ω, and

according to (14.4) it has the series representation

u(x, y, t) =
∞

∑
m=1

∞

∑
n=1

Tmn(t)Xm(x)Yn(y). (14.7)

To determine the coefficients Tmn(t), we substitute (14.7) into the PDE (14.6a):

∞

∑
m=1

∞

∑
n=1

T′′
mn(t)Xm(x)Yn(y)

=
∞

∑
m=1

∞

∑
n=1

c2(Tmn(t)X′′
m(x)Yn(y) + Tmn(t)Xm(x)Y′′

n (y)
)
.

But according to (14.1) and (14.2) we have

X′′
m(x) = −λmXm(x) = −γ2

mXm(x),

Y′′
n (y) = −µnYn(y) = −ν2

nYn(y),

and therefore the previous result reduces to

∞

∑
m=1

∞

∑
n=1

T′′
mn(t)Xm(x)Yn(y) = −

∞

∑
m=1

∞

∑
n=1

c2(γ2
m + ν2

n)Tmn(t)Xm(x)Yn(y).

We introduce
σ2

mn = c2(γ2
m + ν2

n), (14.8)

and rearrange the result into

∞

∑
m=1

∞

∑
n=1

(
T′′

mn(t) + σ2
mnTmn(t)

)
Xm(x)Yn(y) = 0.

Then based on the orthogonality of the eigenfunctions, we conclude
that

T′′
mn(t) + σ2

mnTmn(t) = 0, m, n = 1, 2, . . . ,
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and therefore

Tmn(t) = Amn cos σmnt + Bmn sin σmnt,

where the constants Amn and Bmn are to be determined.
The series expansion (14.7) of the displacement u now takes the

form

u(x, y, t) =
∞

∑
m=1

∞

∑
n=1

(
Amn cos σmnt + Bmn sin σmnt

)
Xm(x)Yn(y), (14.9a)

which we differentiate with respect to t to find the velocity

ut(x, y, t) =
∞

∑
m=1

∞

∑
n=1

(
−Amnσmn sin σmnt+ Bmnσmn cos σmnt

)
Xm(x)Yn(y).

Evaluating the displacement and velocity at t = 0 and applying the
initial conditions (14.6c) and (14.6d) lead to

f (x) =
∞

∑
m=1

∞

∑
n=1

AmnXm(x)Yn(y),

g(x) =
∞

∑
m=1

∞

∑
n=1

BmnσmnXm(x)Yn(y).

The coefficients Amn and Bmn then may be calculated in accordance
with (14.5):

Amn =
4
ab

∫∫

Ω
f (x, y)Xm(x)Yn(y) dx dy, (14.9b)

Bmn =
4

abσmn

∫∫

Ω
g(x, y)Xm(x)Yn(y) dx dy. (14.9c)

Equations (14.9a) through (14.9c) completely determine the membrane’s
motion.

Example 14.1. Let us work out the details of a concrete case of a mem-
brane with the parameters a = b = 8, c = 1, zero initial displace-
ment f , and the initial velocity g is given by

g(x, y) =





1 if |x − 4| < 1 and |y − 4| < 1,

0 otherwise.

This corresponds to hitting an 8 × 8 membrane at its center with a
square mallet of 2 × 2 cross-section.

Solution. According to (14.2), we have

γm =
mπ

8
, νn =

nπ

8
,

Xm(x) = sin γmx = sin
mπx

8
, Yn(y) = sin νny = sin

nπy
8

.
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The coefficients Amn are all zero because f = 0. In calculating Bmn

from (14.9c), the integration of g over [0, 8] reduces to integration over
[3, 5] and we obtain

Bmn =
4

abσmn

(∫ 5

3
sin γmx dx

)(∫ 5

3
sin νny dy

)
.

We evaluate the integral of Xm

∫ 5

3
sin γmx dx = − 1

γm
cos γmx

∣∣∣∣
5

3

= − 1
γm

[
cos 5γm − cos 3γm

]
=

2
γm

sin γm sin 4γm,

and similarly the integral of Yn, and arrive at

Bmn =
16

abσmnγmνn
sin γm sin 4γm sin γn sin 4γn.

Finally, substituting for the known values of a, b, γm, γn, and σmn, we
arrive at

Bmn =
128

π3mn
√

m2 + n2
sin

mπ

8
sin

mπ

2
sin

nπ

8
sin

nπ

2
.

Then, in view of (14.9a), we arrive at

u(x, y, t) =
∞

∑
m=1

∞

∑
n=1

Bmn sin
mπx

8
sin

nπy
8

sin
π
√

m2 + n2

8
t.

On the right we have an animation of the solution produced by taking
m = n = 30, over the time period 0 ≤ t ≤ 60.

Remark 14.1. The solution is a sum of sinusoidal vibrations of angular
frequencies π

√
m2+n2

8 . The ratios of these frequencies are irrational
numbers in general, and therefore the solution is not periodic in time.
That’s why a drum is not a suitable instrument for producing musical
tones.

14.2 The vibration of a circular membrane

Let us repeat the previous section’s calculation replacing the rectangu-
lar member by a circular one. So we replace the domain Ω by the disk
of radius a expressed in polar coordinates as

Ω =
{
(r, θ) | 0 ≤ r < a, −π ≤ θ < π

}
.
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Then the membrane’s transverse displacement u(r, θ, t) solves the IBVP

utt = c2
[
urr +

1
r

ur +
1
r2 uθθ

]
in Ω, (14.10a)

u = 0 on ∂Ω, (14.10b)

u(r, θ, 0) = f (r, θ) t > 0, (14.10c)

ut(r, θ, 0) = g(r, θ) t > 0. (14.10d)

As usual, we begin searching for a separable solution of the form

u(r, θ, t) = R(r)Ψ(θ)T(t) (14.11)

that satisfies the PDE (14.10a) and the boundary condition (14.10b).
Substituting that into the PDE we get

R(r)Ψ(θ)T′′(t) = c2
[

R′′(r)Ψ(θ)T(t)

+
1
r

R′(r)Ψ(θ)T(t) +
1
r2 R(r)Ψ′′(θ)T(t)

]
,

which we separate into

T′′(t)
c2T(t)

=
R′′(r)
R(r)

+
R′(r)
rR(r)

+
Ψ′′(θ)
r2Ψ(θ)

= −γ2,

where γ > 0 is the separation constant, and thus we arrive at the pair
of equations

T′′(t) + γ2c2T(t) = 0, (14.12a)

and
R′′(r)
R(r)

+
R′(r)
rR(r)

+
Ψ′′(θ)
r2Ψ(θ)

= −γ2.

We multiply through the second equation by r2 and rearrange it into
separated form

−Ψ′′(θ)
Ψ(θ)

=
r2R′′(r)

R(r)
+

rR′(r)
R(r)

+ r2γ2 = ν2,

where ν > 0 is a second separation constant. It follows that

Ψ′′(θ) + ν2Ψ(θ) = 0, (14.12b)

and
r2R′′(r) + rR′(r) + (γ2r2 − ν2)R(r) = 0. (14.12c)

We now turn our attention to solving the ODEs (14.12a), (14.12b),
and (14.12c). Equation (14.12b) is the easiest to handle. The displace-
ment u(r, θ, t should be a 2π-periodic function in θ, and therefore we
have the periodicity conditions

Ψ(−π) = Ψ(π), Ψ′(−π) = Ψ′(π),
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The eigenvalue problem consisting of the ODE (14.12b) and this pe-
riodicity condition was thoroughly analyzed in Section (13.2.1). We
concluded there that and concluded that corresponding to each ν =

νn = n, n = 1, 2, . . ., there exist two eigenfunctions cos nθ and sin nθ.
Additionally, corresponding to ν = ν0 = 0 there exists an eigenfunc-
tion which is just a constant, say 1 as a function of θ.

Having determined that ν is an integer, we substitute ν = n into the
ODE (14.12c), where n = 0, 1, 2, . . .:

r2R′′(r) + rR′(r) + (γ2r2 − n2)R(r) = 0. (14.13)

This is the well-known Bessel’s differential equation. It has no solution
in terms of elementary functions but its properties have been studies
thoroughly as it arises in a slew of applications in mathematics and
physics. As with all second order differential equations, its solution are
presented as linear combination of an independent pair fundamental
solutions

R(r) = c1 Jn(γr) + c2Yn(γr). (14.14)

where Jn and Yn are known as Bessel functions of the first and second kind
respectively.2 In the old times, one looked up the values of Jn and 2 The indices n in Jn and Yn refer to the

n that appears in (14.13). The index is
an integer in our application, but it need
not be on other applications. The Bessel
functions Jα and Yα are defined for all
α where α can be any real of complex
number.

Yn in extensively detailed numerical tables. Nowadays one looks up
their values on a computer. Programming languages such as Fortran
and C, and software such as Maple, Mathematica, and Matlab, have
built-in functions that provide the values of the Bessel function for
any desired index and argument. Figure 14.1 shows the graphs of
the Bessel functions Jn and Yn for n = 0, 1, 2. Both functions oscillate
indefinitely and gradually converge to zero as their arguments grow.
The Jn functions are bounded while the Yn functions go to −∞ near
zero.

x

Jn(x)

2 4 6 8 10 12

J0

J1

J2

x

Yn(x)

2 4 6 8 10 12

J0
J1 J2

Figure 14.1: Graphs of the Bessel func-
tions J0, J1, and J2 on the left and the
Bessel functions Y0, Y1, and Y2 on the
right. Note that the Y functions go to
−∞ near the origin.

There is no explicit formula for the roots of the Bessel functions.
They have been tabulated, and are also available in most software that
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know about the Bessel functions. The first two roots of J0, for instance,
are approximately 2.4048 and 5.5201. Compare those with what you
can discern in Figure 14.1. In what follows we write jmn for the mth
root of Jn, where m = 1, 2, . . ..

Let us now return to the differential equation (14.13) and its general
solution (14.14). Since the Yn part blows up at the origin, we set c2 to
zero to avoid the singularity. The solution (14.11) now has the form

u(r, θ, t) = Jn(γr)Ψ(θ)T(t).

Since the displacement on the boundary is zero—see (14.10b)—we
need u(a, θ, t) = 0 for all θ and t. That necessitates Jn(γa) = 0, which
in turn requires γa to be a root of Jn, that is, γa = jmn for any m. We
define

γmn =
jmn

a
, m = 1, 2, . . . , n = 0, 1, 2, . . . . (14.15)

Having determined γ, we turn to the differential equation (14.12a)
which now has the form

T′′(t) + γmn2c2T(t) = 0,

and whose general solution is

Tmn(t) = Amn cos γmnct + Bmn sin γmnct.

. . . details to be filled in later . . .
We conclude that

u(r, θ, t) =
∞

∑
n=0

∞

∑
m=1

Amn Jn(γmnr) cos nθ cos γmnct

+
∞

∑
n=0

∞

∑
m=1

Bmn Jn(γmnr) cos nθ sin γmnct

+
∞

∑
n=0

∞

∑
m=1

Cmn Jn(γmnr) sin nθ cos γmnct

+
∞

∑
n=0

∞

∑
m=1

Dmn Jn(γmnr) sin nθ sin γmnct.

The coefficients Amn, Bmn, Cmn, Dmn are to be determined by enforcing
the initial conditions (14.10c) and (14.10d).

14.3 Exercises

14.1. Let’s write u(1) for the solution of the IBVP (14.6) corresponding
to the initial data f = f1, g = g1, and write u(2) for the solution of the
IBVP (14.6) corresponding to the initial data f = f2, g = g2. Show that
u(1) + u(2) is the solution of that IBVP corresponding to the initial data
f = f1 + f2, g = g1 + g2.
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14.2. Evaluate the solution (14.9) of the IBVP (14.6) on the domain
Ω =

{
(x, y) | 0 < x < π, 0 < y < π

}
and the initial data f (x, y) =

sin x sin y and g ≡ 0. Take c = 1. Is the solution periodic in time?

14.3. Repeat Exercise 14.2 with the initial data f (x, y) = sin 2x sin 3y
and g ≡ 0. Is the solution periodic in time?

14.4. Repeat Exercise 14.2 with the initial data f (x, y) = sin x sin y +

sin 2x sin 3y and g ≡ 0. Is the solution periodic in time?

Hint: The conclusions of exercises 14.1 through 14.3 can be of help.
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Answers to selected exercises

Chapter 1

1.1. u(x, t) = u0(x − 2t)
x

t

1.2. u(x, t) = u0

(
xe−t

)

x

t

1.3. u(x, t) = u0
(

x − 2t
)
e−t

1.4. u(x, t) = u0
(

xe−t)+ t

1.5. u(x, t) = u0
(

xe−t)e−2t

1.6. u(x, t) = u0
(

xe−t2)

1.7. u(x, t) = u0
(

xe−t2)
e−t

1.8. u(x, t) = u0(x − t2) + t2

1.9. u(x, t) = u0(x + 2t3)e−t2/2

1.10. u(x, t) = u0(x + 4t3)e−t(x+3t3)

1.11. u(x, t) = u0

(
x − 1

2
t2
)
+ tx − 1

3
t3

1.12. u(x, t) = u0

(
1 + (x − t − 1)e−t

)
− (x − t − 1)e−t +

1
2

t2 + x − 1

1.13. u(x, t) =
2 − t2

2 + 2x + 2t

Chapter 2

2.2.
∂

∂t
ρ(x, t) +

∂

∂x
ϕ(x, t) = −βρ(x, t)
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2.4.
∂

∂t
ρ(x, t) +

∂

∂x
ϕ(x, t) = − A′(x)

A(x)
ϕ(x, t).

2.5.

ρ(x, t) =





ρ0(x − c1t) in region 1,

ρ0(x − c2t) in region 2,
c1
c2

ρ0

(
c1
c2
(x − c2t)

)
in region 3,

ρ0(x − c3t) in region 4,
c2
c3

ρ0

(
L + c2

c3
(x − c3t)

)
in region 5,

c1ρ0

(
c1
c2

(
L + c2

c3
(x − c3t)

))
in region 6.

x

t

1

2

3

4

5

6

0 L

Chapter 3

3.1. ρ(x, t) =





5 if x < −t,

4 − x
t if − t < x < t,

3 if x > t.

3.2. ρ(x, t) =





3 if x < t,

4 − x
t if t < x < 3t,

1 if x > 3t.

3.3. ρ(x, t) =





7 if x < −3t,

4 − x
t if − 3t < x < −t,

5 if x > −t.

3.4. ρ(x, t) =





3 if x < t,
8t+3−2x

1+2t if t < x < 3t + 1,

1 if x > 3t + 1.
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3.5. ρ(x, t) =





7 if x < −3t,
8t+7−2x

1+2t if − 3t < x < 1 − t,

5 if x > 1 − t.

3.6.

When 0 ≤ t < 1 : ρ(x, t) =





2 x < 2t,
x+2−4t

1−t 2t < x < 3 − t,

5 x > 3 − t.

When t ≥ 1 : ρ(x, t) =





2 x < 1
2 t + 3

2 ,

5 x > 1
2 t + 3

2 .

3.7.

When 0 ≤ t < 1 : ρ(x, t) =





2 x < 2t,
2x+2−8t

1−2t 2t < x < 3 − 4t,

8 x > 3 − 4t.

When t ≥ 1 : ρ(x, t) =





2 x < 3
2 − t,

8 x > 3
2 − t.

3.8.

When 0 ≤ t < 2 : ρ(x, t) =





5 x ≤ − 1
2 t,

2x+10−4t
2−t − 1

2 t < x ≤ 2 − 3
2 t,

7 x > 2 − 3
2 t.

When t ≥ 2 : ρ(x, t) =





5 x < 1 − t,

7 x > 1 − t.

3.9. c(ρ) = 1 − 3ρ2, ρ(x, t) =





1 x < −2t,√
1
3
(
1 − x

t
)

−2t < x < t,

0 x > t.

3.10. If t ≤ 6/5, then

ρ(x, t) =





2 x < 3
2 t,

3 3
2 t < x < 3 − t,

7 x > 3 − t,

and if t > 6/5, then

ρ(x, t) =





2 x < 12
5 − 1

2 t,

7 x > 12
5 − 1

2 t.
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3.11. The shock is initiated at x =
1 − 2α

2(β − α)
a, t =

a
2(β − α)vmax

, and

its equation is x =
a
2
+ (1 − α − β)vmaxt.

x

t

0 a

3.12. The equation of the curved shock:

x(t) = vmaxt − 2
√

Lvmaxt, t ≥ L/vmax

Chapter 4

4.1. (a) linear; (b) linear; (c) not linear

4.2. (a) hyperbolic; (b) elliptic; (c) hyperbolic

Chapter 5

5.3. u(x, t) =





0 if x < −ct,
1
2c (x + ct) if − ct < x < ct,

t if x > ct,

5.4. g(x) = ut(x, 0) = −c f ′(x)

5.5. utt = g
(
xux

)
x or equivalently utt = g

(
xuxx + ux

)
, where g is the

gravitational acceleration constant.

5.7. u(x, t) =
1
2c

[
arctan(x + ct)− arctan(x − ct)

]

5.8. u(x, t) =
1
c

sin ct cos x

Chapter 6

6.2. T =
2a
c

6.3. T =
2a
c
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6.4. u(x, t) =





0 x > ct

A sin
(

ω
c (ct − x)

)
x ≤ ct

6.5. u(x, t) =





0 x > ct

ϕ
(

ct−x
c

)
x ≤ ct

6.6. u(x, t) = f (ct + x) + f (ct − x)

6.7. U(t) =
2T
mc2

∫ ct

0
e−

T
mc (t−

ξ
c ) f (ξ) dξ.

6.8. U(t) =





0 if ct < a

2
(

1 − e−
T

mc2 (ct−a)
)

if ct > a

Chapter 7

7.4. u(x, t) =
1
2

[
erf

( x + 1√
4kt

)
− erf

( x − 1√
4kt

)]
.

7.9. u(x, t) =
1
2

[
1 + erf

( x − 2kt√
4kt

)]
ekt−x

7.10. u(x, t) =
1
2

[
1 + erf

( x − 2kt√
4kt

)]
ekt−x +

1
2

[
1 + erf

(−x − 2kt√
4kt

)]
ekt+x

7.11. u(x, t) =
eht

√
4πkt

∫ ∞

−∞
e−

(x−s)2
4kt f (s) ds

7.12. u(x, t) =
e

cx
2k − c2t

4k√
4πkt

∫ ∞

−∞
e−

(x−s)2
4kt − c

2k s f (s) ds

7.13. u(x, t) =
e

cx
2k −

(
c2
4k −h

)
t

√
4πkt

∫ ∞

−∞
e−

(x−s)2
4kt − c

2k s f (s) ds

7.14. u(x, t) =
1√

4πkt

∫ ∞

0

[
e−

(x−s)2
4kt − e−

(x+s)2
4kt

]
f (s) ds

7.15. (a) u(x, t) = c
[
1 − erf

( x√
4kt

)]

(b) w(x, t, τ) = ϕ(τ)
[
1 − erf

( x√
4kt

)]

Chapter 8

8.5.

Φm,n =





π m = n = 0,
π
2 m = n ̸= 0,

0 otherwise
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8.6. γn =
(2n − 1)π

2ℓ
, λn = γ2

n, yn(x) = sin γnx = sin
(2n − 1)πx

2ℓ
, n = 1, 2, . . . .

8.7. γn =
nπ

ℓ
, γn = γ2

n, yn(x) = cos γnx = cos
nπx
ℓ

, n = 0, 1, 2, . . . .

Chapter 9

9.1. u(x, t) = e−π2t sin πx

9.2. u(x, t) = − 8
π

∞

∑
n=1

(−1)n n
4n2 − 1

e−n2t sin nx

9.3. u(x, t) =
8
π

∞

∑
n=1

n
4n2 − 1

e−n2t sin nx

9.4. u(x, t) = cos πt sin πx

9.5. u(x, t) =
1
π

sin πt sin πx

9.6. u(x, t) = − 8
π

∞

∑
n=1

(−1)n n
4n2 − 1

cos nt sin nx

9.7. u(x, t) =
8
π

∞

∑
n=1

n
4n2 − 1

cos nt sin nx

9.8. u(x, t) =
8
π

∞

∑
n=1

1
4n2 − 1

sin nt sin nx

9.9. u(x, t) =
8

π2

∞

∑
n=1

1
n3 sin

nπ

2
sin nt sin nx

Chapter 10

10.4.
(
K(x)X′(x)

)′
= −λρ(x)cp(x)X(x), X(0) = 0, X(ℓ) = 0

10.8.

u(x, t) =
∞

∑
n=1

1
cγn

ψn sin γnx sin γnct

ψn =
2
ℓ

∫ ℓ

0
g(x) sin γnx dx

γn = (2n − 1)
π

2ℓ

10.9. u(x, t) =
∞

∑
n=1

Qn

c2γ2
n − ω2

(
sin ωt − ω

cγn
sin cγnt

)
sin γnx

where Qn =
2σ

(
1 − (−1)n)

nπ
, γn =

nπ

ℓ
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Chapter 11

11.4.

u(x, t) = σx sin ωt

+
∞

∑
n=1

kλnQn

ω2 + k2λ2
n

[
−e−kλnt + cos ωt +

ω

kλn
sin ωt

]
Xn(x),

where

Qn =
2σω

ℓγ2
n
(−1)n, Xn(x) = sin γnx, λn = γ2

n, γn =
(2n − 1)π

2ℓ
.

11.5.

vt = kvxx + 1 0 < x < ℓ, t > 0,

v(0, t) = 0 t > 0,

v(ℓ, t) = 0 t > 0,

v(x, 0) = f (x)−
(

1 − x
ℓ

)
α +

x
ℓ

0 < x < ℓ.

11.6.

vt = kvxx 0 < x < ℓ, t > 0,

v(0, t) = 0 t > 0,

v(ℓ, t) = 0 t > 0,

v(x, 0) = f (x) +
1
2k

x2 −
(1
ℓ
(β − α) +

1
2k

ℓ
)

x − α 0 < x < ℓ.

11.7.

u(x, t) = σx sin ωt +
∞

∑
n=1

[
1

γnc

(
hn −

ωQn

c2γ2
n − ω2

)
sin γnct

+
Qn

c2γ2
n − ω2 sin ωt

]
Xn(x),

where

Qn = −2σω2

ℓγ2
n
(−1)n, hn =

2σω

ℓγ2
n
(−1)n, Xn(x) = sin γnx,

λn = γ2
n, γn =

(2n − 1)π
2ℓ

.

Chapter 12

12.1. u(x, y) =
2y
b

x(a− x)+
16
π4

∞

∑
m=1

∞

∑
n=1

[
1 − (−1)m

]
(−1)n

mn
(

m2

a2 + n2

b2

) sin
mπx

a
sin

nπy
b

.
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Chapter 13

13.2. u(r, θ) =
∞

∑
n=1

cnrn sin nθ, cn =
2

anπ

∫ π

0
f (θ) sin nθ dθ

13.3. u(r, θ) =
ab

b2 − a2

( r
a
− a

r

)
sin θ

13.4. u(r, θ) =
4a2

3π

r
a

(
1− r

a

)
sin θ +

2a2

π

∞

∑
n=3

1 − (−1)n

n(n2 − 4)

[( r
a

)2
−

( r
a

)n
]

sin nθ

Note the summation’s starting index!
#13.4

13.6. f (θ) =
1
4
+

1
π

∞

∑
n=1

1
n

sin
nπ

2
cos nθ +

1
π

∞

∑
n=1

1
n

[
1 − cos

nπ

2

]
sin nθ

13.7. u(r, θ) =
1
4
+

1
π

∞

∑
n=1

1
n

( r
a

)n
sin

nπ

2
cos nθ +

1
π

∞

∑
n=1

1
n

( r
a

)n[
1− cos

nπ

2

]
sin nθ

#13.7

13.8. u(r, θ) =
ln(r/a)

2 ln(b/a)
+

1
π

∞

∑
n=1

1 − (−1)n

n

[
(r/b)n

1 − (a/b)2n − (b/r)n

(b/a)2n − 1

]
sin nθ

#13.8
Chapter 14

14.2. u(x, y, t) = sin x sin y cos
√

2 t

14.3. u(x, y, t) = sin 2x sin 3y cos
√

13 t
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