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Why Drone?

• Low-cost and frequent inspections

• High-resolution optical image acquisition

• Minimal human intervention



Main Contribution 

1. Automated suggestion system for damage 
detection in drone inspection images

2. Higher precision in the suggestion model 
achieved through advanced data augmentation

3. Publication of the wind turbine inspection 
dataset



Basic Structure
Drone image

Drone image for training 

Image with damage annotation 

Pyramid, patching and regular augmentation 

Augmented images for training 

Augmented annotation

Augmented images for training 

Object detection training with faster R-CNN



Raw Data



Types of Damage

1. Leading Edge (LE) 
erosion

2. Vortex Generator 
panel (VG)

3. Vortex Generator 
with Missing 
Teeth (VGMT)

4. Lightning 
Receptor (LR)



Instance Number

Name Train Instant Test Instant

1. Leading Edge (LE) erosion 135 67

2. Vortex Generator panel (VG) 126 65

3. Vortex Generator with Missing Teeth (VGMT) 27 14 

4. Lightning Receptor (LR) 17 7



Result in Raw data

CNN Model LE VG VGMT LR All

Inception-V2 20.34 13.15 4.21 41.39 19.77

ResNet-50 37.51 17.54 7.02 40.88 25.74

ResNet-101 29.61 20.29 4.21 49.33 25.86

Inception-
ResNet-V2

31.54 18.35 5.96 54.14 27.50



Image Augmentation

1. Regular Augmentations

2. Pyramid Augmentations

3. Patching Augmentations



Regular Augmentations

• Perspective transformation for the camera angle 
variation simulation

• Left-to-right flip or top-to-bottom flip to simulate blade 
orientation: e.g., pointing up or down

• Contrast normalization for variations in lighting 
conditions

• Gaussian blur simulating out of focus images 



Pyramid Augmentations

• Images are scaled from 1.00× to 0.33×, 
simulating from the highest to the lowest 
resolutions

• Resolution conversions were performed 
through the linear interpolation method



Patching Augmentations

• The acquired full resolution image is 4000 × 3000 
pixels, where the lightning receptor only occupies 
around 100 × 100 pixels

• When fed to CNN during training in full resolution, it 
would be resized to the pre-defined network input size, 
where the lightning receptor would be occupying a tiny 
portion of 33 × 33 pixels



Augmentation Example



Augmentation Example



Deep Learning Network

• Crack detection performed using faster R-CNN 
with pretrained model:
1. Inception-V2
2. ResNet-50
3. ResNet-101
4. Inception-ResNet-V2



Evaluation Process

PC  = Per class precision for each image
APC = Precision over all the images in the 
dataset 

And Threshold is 0.3



Result



Result Visualization



Summary



Conclusion

Explore image augmentation for data 
scarcity 

Dataset Link: 
https://data.mendeley.com/datasets/hd9

6prn3nc/2

Github link for image augmentation: 
https://github.com/aleju/imgaug

https://data.mendeley.com/datasets/hd96prn3nc/2
https://github.com/aleju/imgaug


THANK YOU


