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ABSTRACT

In this paper we model the normal behaviour of pedestrians
over the central business district of the City of Melbourne
over a long period, and then use this model to detect the
anomalous distributions. We develop an approach based
on frequent itemset mining as the underlying technique and
construct a model in terms of correlations of pedestrian dis-
tributions across multiple locations in the city. The algo-
rithm is demonstrated to construct a model that is reli-
able and representative of the dataset. The modelling and
anomaly detection are then both empirically evaluated at
a high level and cross referenced with known events. The
results show that anomalies can be detected with high reli-
ability using our approach.

1. INTRODUCTION

The emergent of Internet of Things (IoT), which is a major
evolution of the current Internet into a network of intercon-
nected objects, has resulted in many sensors being deployed
to monitor various parameters of interest in the city [3, 12,
21, 14]. Examples of such deployments include SmartSan-
tander [5], the City of San Francisco [4] and the City of
Melbourne, Australia [1]. Pedestrian activities play an im-
portant role in the dynamics of cities. The involvement of
pedestrians in almost every operation of the city, such as
infrastructure, transportation and traffic has made under-
standing their distribution an essential task for architects,
city planners or event schedulers. The pedestrian movement
data collected using sensors in the city enable the pattern
of movements of pedestrians to be studied in a systematic
way. However, due to the volume and complex structure of
the data, there has been limited progress in utilizing sensor
data to model pedestrian behaviour and detect any interest-
ing events.

In this study we aim to model the activities of pedestrians
over the central business district of the City of Melbourne,
Australia. By mining the correlations of pedestrian distri-
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butions across multiple key locations of the city, we define
a profile of normal pedestrian distributions, and then use
this model to detect any anomalous pedestrian distributions.
This knowledge is valuable to city planners, business man-
agers and many other audiences to better understand urban
dynamics, which can facilitate more efficient ways of design-
ing, planning and scheduling of events in large cities.

We employ a frequent itemset mining [7] based approach to
reveal the correlation of pedestrian loads at various locations
in the city during a given time of the day. By constructing
the set of frequent itemsets that represent the majority of
the observations in the dataset, we build a reliable model
that describes the normal state of pedestrian behaviours.
Consequently, we use the model to detect any anomalous
activities of pedestrians. There are two main research prob-
lems that need to be addressed in this study. First, the data
is multidimensional and the raw values of pedestrian counts
in each dimension (location) might carry a different mean-
ing in terms of the distribution when compared with the
other dimensions, e.g., the count of pedestrians collected at
a busy train station might have a different significance than
if the same value is observed at a vacant park. Second, mod-
elling pedestrian data is not purely a task of frequent itemset
mining. In addition to producing reliable frequent itemsets
with high support, the algorithm needs to ensure that the
set of frequent itemsets are representative of not only the
observations in the dataset but also of the locations being
investigated. Only by fulfilling these two requirements will
the model be likely to be meaningful and the anomaly de-
tection accurate.

The data used in this study is pedestrian counting data from
the City of Melbourne, Australia [1], where sensors were de-
ployed to capture pedestrian counts over 28 locations around
the centre of the city. The counts are collected continuously
at intervals of 1 hour and provide a high level overview of
the pedestrian distribution in the Melbourne CBD on an
hourly basis. Our key contribution is that we transform the
raw and discrete data of pedestrian counts into a meaningful
model that describes the patterns of pedestrian activities. In
addition we used the model to detect anomalous events and
validated them with known events.

The rest of the paper is organized as follows. Section 2 de-
scribes the related work in profiling pedestrian movements.



Section 3 defines the analysis problem and presents the un-
derlying challenges. Section 4 presents our algorithm in
modelling the pedestrian distribution and detecting anoma-
lies. Section 5 describes the experiments and results. Section
6 gives an overall conclusion.

2. RELATED WORK

Most studies on pedestrian mobility patterns have used GPS
or ubiquitous devices to track the locations of pedestrians
and analyzed them on a microscopic level. These studies
focused mainly on user-centric activities such as individual
trajectories or activities [22][18].

There are however, relatively few studies on the crowd dis-
tribution and pedestrian mobility of a large metropolitan
region as a whole. Reades et al. use Erlang [20] cellular
data to analyse the distribution of phone users across multi-
ple locations of the City of Rome [20], and to construct the
crowd distribution of these locations. The data provided by
the telecommunication company was collected over 90 days
at intervals of 15 minutes, and it provides a spatio-temporal
overview of the phone usage at different locations in the city.
The study managed to differentiate between usage profiles
during weekdays and weekends, to explain some routine ac-
tivities of the city such as sport events on weekends, leisure
activities in late evening or transition states of the city on
Friday afternoons. The authors also performed the cluster-
ing of geographical locations based on their corresponding
distributions of phone users at different times of the day and
showed that it can separate the center vs. the outskirts of
the city, and highlighted the hot spots of the city.

Many studies have used geo-tagged data from location based
social networks such as Facebook, Twitter or Flickr to model
crowd distributions [13][17]. For example, Ferrari et al. [11]
model the crowd footprint of Manhattan using geo-tagged
Twitter data. The authors associated the crowd footprint to
the words used in messages and used Latent Dirichlet Allo-
cation [9] to reveal the trends and routine behaviour in the
area for each day of the week. However, in this study the
number of pedestrian load profiles need to be predicted in
advance and the result is quite sensitive to this input. More-
over, the profiles were assumed to be constant throughout
the one year span of the collected data, which may result
in low accuracy as presented in the paper. For example, by
validating all Mondays with a typical Monday profile, the
accuracy yields less than 40%.

Kaltenbrunner et al. [15] studied the usage of public bike

sharing services across multiple locations in the City of Barcelona.

By investigating the number of bikes rented and available at
the bike sharing stations, the study inferred the cycling ac-
tivities, analyzed the mobility patterns and modelled the
cycling activities of Barcelona’s population. The study used
7 weeks worth of data which had been directly retrieved
from the service provider. When analyzing the data at
each location separately, the authors distinguished two dif-
ferent profiles for weekdays and weekends and justified these
patterns with routines in the city, such as working hours,
lunch breaks, etc. The study also analyzed the data on a
macroscopic level and revealed the global mobility pattern of
Barcelona’s cyclists. The result is expressed as a geographic
heat map which spatio-temporally present the increase and

decrease of cycling activities over the entire city. This result,
however, can only be interpreted visually and does not really
facilitate further analysis in a systematic and programmatic
way. In addition, the metrics used in this study to deduce
the profiles are fairly simple, e.g., average, standard devia-
tion, local maximum and local maximum. We believe more
complex analysis on this type of data can reveal more de-
tailed patterns.

The studies mentioned above use a short period of collected
data where it can safely be assumed that the system stays
in one state. Moreover, although they study the patterns
across multiple locations, they do not perform analysis at all
the locations simultaneously, which we believe will provide
valuable information about the correlations between differ-
ent locations. In this paper, we focus on analyzing the high
dimensional data that spans over a long period to reveal
these correlations.

3. PROBLEM STATEMENT & CHALLENGES

3.1 Problem Statement

Let O denote the set of N observations: O = {0; : i = 1.N}
where 0; € R? is a vector of d dimensions corresponding to
the pedestrian count values at d different sensor locations.
Furthermore, o, represents the observation at time ¢, at
location [, where [ = 1..d.

First, we aim to model the normal behaviour of O as the
set of correlations of pedestrian distributions at different lo-
cations during the same period of the day. The model F),
is defined as the frequent itemsets of the input data subset
O, containing the pedestrians distributions at time ¢, of the
day:

F, ={Xpi :i=1..K}, X is a frequent itemset of O,.

Second, we aim to find the set A containing all the anomalies
that are not covered by any frequent itemsets.

By evaluating the set of models F), at different time ¢, of
the day, we seek to understand the correlations of pedestrian
loads at different locations of the city and use that knowledge
to systematically validate and explain the anomalies found
in set A.

3.2 Challenges

In order to describe the distribution of pedestrians across the
city, we consider observations at multiple locations in the
city, resulting in high dimensional input data. Our initial
attempts in detecting anomalies using clustering algorithms
on this high dimensional dataset has been unsuccessful. Ac-
cording to Kriegel et al. [16], clustering of high dimensional
data poses multiple challenges for clustering algorithms be-
cause traditional similarity measures become sensitive to
noise. Challenges also arise from local feature correlations
in high dimensional data, which entails that clusters might
exist in different subspaces but not in the global feature
space being considered. For example, the pedestrian counts
at Flinders Street Station, Princes Bridge and the Arts Cen-
ter might have strong correlations as they are located near
each other. However, the values collected by more distant
sensors at the Queen Victoria Market or China Town, might



not be relevant, and might possibly hinder the formation of
clusters. Besides the high dimensionality, the data used in
this study is not evenly distributed, with a large proportion
of the observations being skewed towards the lower values,
which makes clustering even more difficult.

Another challenge in modeling the data comes from the long
time scale of the data being collected, which might cause
the model of normal behaviour to vary within different time
frames as pedestrian behaviours may change intermittently
throughout the year.

To overcome these challenges in order to detect anomalies ef-
fectively, we aim to develop an algorithm that (1) can handle
high dimensional data with attributes that share different
degrees of correlation and (2) can cope with a system that
switches between different states over time, e.g., morning
peak, lunch time and afternoon peak.

Moreover, modelling the pedestrian activities are more com-
plicated than the task of pure frequent itemset mining. One
of the major challenges is that the output frequent itemsets
that form the model need to be both reliable, meaningful
and representative of the dataset. Consequently, the follow-
ing constraints were imposed:

Constraint 1: The support o(X;) of each frequent itemset
X, needs to be high to ensure reliable sets.

Constraint 2: The combination of frequent itemsets in F},
needs to cover a significant proportion of observations of
the input dataset. We assume that normal behaviour is the
default state that describes the majority of observations,
hence a high coverage ensures that the model does not miss
any interesting patterns in the data.

Constraint 3: The union of all items (locations) of the
frequent sets need to cover a sufficient proportion of lo-
cations being investigated. This requirement prevents the
constraints (1) and (2) from being overlooked by small fre-
quent itemsets. For example, it is observed from our ex-
periments that O, for different values of p, has many small
frequent 2-itemsets with very high support (near 100%); if a
high min_sup (minimum support threshold) is selected, con-
straints (1) and (2) are easily satisfied by these 2-itemsets.
However, in these cases, the model is dominated by itemsets
of only a few locations and many other locations were left
out, which leads to many anomalies at these locations failing
to be detected.

4. METHODOLOGY

This section describes our method to model the normal pedes-
trian distribution and to detect anomalous behaviours. The
algorithm comprises two phases - data normalisation and
modelling normal behaviour.

4.1 Data normalization

The count values collected by the sensors offer few insights
on the correlations between pedestrian distributions at dif-
ferent locations. Moreover, as mentioned, since the system
can change between different states intermittently, compar-
ing the values of the same sensor but at different times can
also lead to a misleading estimate of the true distribution.

For example, a count of 1500 pedestrians is unusually high
for the Queen Victoria Market. However, at Flinders Street
Station, it is considered low during most times of the year.
Data normalization aims to better reveal the relationships
of the count values at different locations in different time
frames.

The stream of data is divided into windows of size w. In each
window, the maximum count at each location is chosen as
the standard measure (100%) and all the remaining values
are classified into buckets of LOW, MEDIUM, HIGH in proportion
to their corresponding measure using the scale below:

[0%,30%) — LOW
[30%, 70%) — MEDIUM
[70%, 100%)] — HIGH

By dividing the data into small windows before classifying
the pedestrian counts into buckets, it is observed that the
classification reflects the correlations more accurately be-
cause it is assessed locally in a short time frame and is not
biased by factors that change over time, such as weather or
holiday periods. This step of normalization also makes the
algorithm more robust when the system switches between
states.

As an illustration, the data normalization process is applied
on the data collected by the sensors at Flinders Street Sta-
tion and Southern Cross Station during the morning peak
between 1°Y Jun and 31°¢ Dec 2014. The process is shown
in Table 1. This example also demonstrates the importance
of the normalization to express the true nature of the pedes-
trian distribution at each station so that their correlations
can be analyzed more accurately. As shown in Table 1, the
counts of 769 pedestrians at Flinders Street Station and 773
at Southern Cross Station are very similar, however they
represent two different distributions at two locations: LOW
at the former and M EDIUM at the latter location.

The labelled data is then binarized [10] before we can apply
frequent itemset mining in the next phase to model the nor-
mal behaviour. In this step, each location L is then assigned
with three attributes Lrow, Lyep and Lyreyr which ex-
press the presence or absence of that type of distribution at
the location.

4.2 Normal Behaviour Modelling and Anomaly

Detection
The Apriori algorithm [8] is used as the underlying technique
to mine frequent itemsets from the input. The main chal-
lenges of the modelling process lie in selecting an appropriate
support threshold that balances the coverage of the obser-
vations, the coverage of locations and the reliability of the
frequent itemsets as mentioned in the problem statement. A
support threshold that is too low increases the chance that
multiple locations will be included into the frequent sets and
more observations will be covered, but may result in frequent
itemsets that are not reliable. On the other hand, a support
threshold that is too high guarantees that the frequent sets
are strong, but at the same time might exclude more lo-
cations from the frequent sets. The algorithm used in this
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Table 1: Example of data normalization of pedestrian counts at Flinders Street and Southern Cross Station for the data
window 15th Dec - 31st Dec 2014. The maximum value of the window is highlighted in grey.

study to achieve an appropriate mix of frequent itemsets is
described in Algorithm 1.

The algorithm attempts to find the highest support thresh-
old for which the frequent itemsets achieve a good coverage
of the locations as well as represent a majority of the obser-
vations. The algorithm is initialized with the highest sup-
port threshold min_sup. Then in each iteration, min_sup is
decreased and the corresponding frequent itemsets are gen-
erated and tested to see whether they provide a good model.
The algorithm stops when the first set of frequent itemsets
that satisfies all the requirements above is found, or when
min_sup reaches the lower bound threshold. In this study, we
set the threshold of records to be covered rCoverage = 80%,
the threshold of locations to be covered [Coverage = 70%
and the support decrement step to 5%.

Any records that do not match any of the frequent itemsets
are considered as anomalies.

Next, we present an illustrative example of the application

Algorithm 1: Modelling normal behaviour

Input : O;: set of N normalized observations at time ¢,
of the day

rCoverage: threshold of records to be covered
lCoverage: threshold of locations to be covered
sThreshold: threshold of minimum support

F, ={X; :i=1..K}: set of all frequent itemsets
that satisfy the constraints

min_sup = 1;

while (not found and min_sup > sThreshold) do

F = apriori(O,,, min_sup)

//remove the 2-itemsets from F

F :=remove2ltemSet(F);

//test the coverage of the model

cl := findLocationCoverage(F,lCoverage);

cr := findRecordCoverage(F,rCoverage);

If (cI > ICoverage and cr > rCoverage);

found := true;

else min_sup := min_sup — 0.05 ;

end

return I

Output:

Itera- Constraint
tion Outputs checks
rC = 0%
10 IC = 0%
2
3
4 {PB_LOW,SC_LOW} (discarded) | rC = 98%
5 IC =50%
6
rC = 73%
7 {FL_.MED,PB_LOW,SC_LOW} 1C = 75%
3 {FL.MED,PB_LOW,SC_LOW} | rC = 88%
{PB_LOW,SC_LOW,AC_MED} | IC =100%

Table 2: Illustration of the iterations of Algorithm 1. rC, IC
are the coverage level of the frequent itemsets on the records
and locations respectively.

of the algorithm on a subset of the data. The input is the 4-
dimensional data collected by the sensors at Flinders Street
Station (FL), Southern Cross Station (SC), Princes Bridge
(PB) and the Arts Center (AC) during morning peaks (7am-
9am) from 1°* Jun to 31°* Dec 2014.

The data was first normalized and used as the input of Al-
gorithm 1. The frequent itemsets that are output as well as
their corresponding coverage on the observations and on the
locations in each iteration are shown in Table 2.

Initially, min_sup is set to 100% and no frequent itemsets
can be found as expected. The minimum support threshold
is then decremented at a step of 5% in each iteration. In the
next six iterations, where min_sup is decreased from 100%
to 75%, only one frequent itemset can be mined from the
data, but it contains only two items and is discarded any-
way. In this study we decided to ignore all the 2-itemsets in
the output because they create bias when judging how many
observations are covered by the frequent itemsets. It was
observed from our experiments that in most of the cases,
the 2-itemsets have very high support, i.e., they cover a
large proportion of the data, which makes Constraint 2
less meaningful. Including these small sets might lead to
a poor model that contains only 2-itemsets. In this case,
all three constraints are satisfied but the model only barely



contains correlations in terms of pairs of locations, rather
than the correlations of pedestrian distributions at multiple
location as a whole.

In the 7th iteration, with min_sup decreased to 70%, the
output 3-itemset satisfies Constraint 3 but covers fewer
observations than required. In the 8th iteration, the Apriori
algorithm finds two 3-itemsets that, in combination, cover
88% of all the observations. Moreover, all locations are cov-
ered by this output. All three constraints are met and the
algorithm terminates. The itemsets found in the 8th itera-
tion form the model that describes the normal correlations of
pedestrian distributions at Flinders Street Station, Southern
Cross Station, Princes Bridge and the Arts Center during
the morning peak.

S. EVALUATION AND RESULTS

In this section, we empirically evaluate our approach for

anomaly detection based on frequent itemset mining for pedes-

trian modeling.

5.1 Evaluation

We perform an experiment on the pedestrian counts from
the sensors deployed at 10 different locations around the
City of Melbourne. As illustrated in Figure 1, these mon-
itoring points are located at the major train stations, city
hubs or shopping malls and are representative of the flows
of pedestrians inward, outward and within the CBD area.
The time period of the monitored data is from 1st Jun to
31st Dec 2014.

Figure 1: Deployment map of sensors (sensors circled in red
are used in this study). Figure reproduced from the website
of Pedestrian Counting System of the City of Melbourne [1].

In this study we focus on 2 periods of the day: morning peak
(7am-9am) and midnight (10pm-midnight). The subsets of
observations Omorning and Omidnight Were each used as in-
put for the modelling and anomaly detection. We conducted
two phases of verification on the results of anomalies:

1. High level verification: In this phase we empirically
compare the anomalies against the model of normal
behaviours. The differences between the two sets of
events can provide a high level overview of the ef-
fectiveness of the algorithm, since it is expected that
anomalies will strongly show different attributes com-
pared to the model of normal behaviours.

2. Concrete verification: A sample of the reported anoma-
lies is selected and we manually validate whether they

are actually anomalies. Due to the lack of ground truth
labels, this step of verification requires us to manually
cross reference each anomaly of the sample with known
events.

5.2 Result and Discussion
5.2.1 High level verification

We found 21 anomalies spread over 10 different days during
the morning peaks and 91 anomalies spread over 60 days
during midnight periods. The statistics of the LOW, MED and
HIGH distributions of these anomalies were compared with
those defined as the normal behaviours. The comparison at
Flinders Street Station and Southern Cross Station during
morning peaks is shown in Table 3.

Flinders Station | Southern Cross

L M H L M H

Tam | 11 | 142 0 153 0 0

Normal 8am | 7 86 60 83 70 0
9am | 38 | 115 0 18 [ 135 | 0

Tam | 9 0 0 8 2 0

Anomalies | 8am | 7 0 0 6 1 0
9am | 5 0 0 4 0 0

Table 3: Comparison of pedestrian distribution at Flinders
Street and Southern Cross Stations.

The differences between the two sets of normal and anoma-
lous records are clear. Flinders Street Station usually ob-
serves MED distribution at 7am, then increases towards MED-
HIGH at 8am and then decreases back to MED at 9am. How-
ever, the anomalous records show totally different trends
where the distributions always remain LOW. The same clear
contrast can also be observed from the values of Southern
Cross Station.

The contrast between normal and anomalous records at all
10 locations are visualized in Figure 2. We display the dis-
tribution of pedestrians as an intensity image. For time t,
of the day, each location is represented by a block of gray
tone. The intensity of the gray tone is proportional to the
average level of the pedestrian distribution at time ¢, in the
dataset, which is defined as:

a1|LOW| + as| MEDIUM| + o3| HIGH)|
|[LOW| + [MEDIUM| + [HIGH)|

where |[LOW/|, IMEDIUM|, |HIGH| are respectively the
numbers of LOW, MEDIUM and HIGH distributions and a1, aaq,
a3 are the corresponding weights to distinguish the contri-
butions of each type of distribution to the intensity image.

P, =

The differences can be observed at almost every location for
each time slot. The contrasts between the normal (N-7am,
N-8am and N-9am) and anomalous records (A-7am, A-8am
and A-9am) shown in Figure 2 indicate that the different
behaviours are significant. For example, during the anoma-
lous events at Town Hall West, the number of pedestrians is
higher than usual at 7am, it then decreases to slightly lower
than usual at 8am, and to a much lower level at 9am.

5.2.2  Concrete verification
In this section we select a sample of the anomalies detected
by the algorithm and attempt to validate them against known
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Figure 2: Contrast between normal behaviour and anoma-
lous events at 10 locations during morning peaks. Blocks
with darker grey represent higher distributions of pedestrian
at the given location and vice versa.

events. An anomaly can be validated by being matched to
a special event such as a public holiday, or an anomaly in
the weather. Three hours were used to define the morning
peak and the midnight period in this study, and they also
contribute to the ranking of anomalies. If anomalies are ob-
served throughout all the hours during the period, they are
considered to be more robust and receive a higher ranking.
The anomalies detected during the morning peak period are
listed and explained in Table 4.

Date Count ° f Justification
anomalies

2014.06.09 3 Queen’s Birthday
2014.11.04 3 Melbourne Cup
2014.12.25 3 Christmas
2014.12.31 3 New Year’s Eve
2014.12.26 2 Boxing Day
2014.12.29 2 Holiday period
2014.12.30 2 Holiday period
2014.09.22 1 Holiday period
2014.12.23 1 Holiday period
2014.12.24 1 Christmas Eve

Table 4: Anomalous records detected during morning peak
periods.

Most of the anomalies can be matched to major events dur-
ing the year when the pedestrian distribution is expected
to be different from the norm. During public holidays, less
people are rushing to the city for work at early hours in
the morning, which explains the unusually lower distribu-
tion at most of the locations as shown in Figure 2. Although
the dates 2014.12.22, 2014.12.23, 2014.12.29, 2014.12.30 do
not match to any specific events, they are the Mondays and
Tuesdays of the holiday season, right before Christmas and
New Year. As many business close over this period, it is
arguable that fewer people come to the city in the morning
on these dates.

During the midnight period, 91 anomalies spread over 60
days were detected. Using the event listing website [6, 2],
we matched many of these anomalies to sports events or
festivals that happened at night time. A summary of the
results are shown in Table 5.

Date Justification Date Justification

5th Dec Food Festival 31st Dec | New Year’s Eve

24th Dec | Christmas’ Eve | 27th Nov | Football match

21st Nov | Cricket match 20th Nov | Equestrian event

12th Nov | Football match | 7th Nov Cricket match

31st Oct | Halloween 10th Oct Melboure

Festival

Summary :

56 anomalies fall on Fridays
18 anomalies can be matched with an event
17 anomalies do not match with any event

Table 5: Anomalous records detected during midnight peri-
ods.

It is observed that most of these anomalies happen on Fri-
day night. It it natural that more pedestrians are expected
to show up in the city area on Friday nights, causing anoma-
lous distributions. Due to the lack of ground truth labels,
Friday nights can be used as good indicators to measure the
effectiveness of the algorithm. As 56 anomalies spread over
29 Fridays were found, out of 30 Fridays from 1st June to
31st Dec 2014, this can partially confirm the accuracy and
high recall rate of the algorithm. There were 17 anomalies
that we could not match to any major events but they are
not necessarily false positives. The unusual distribution of
pedestrians could have been caused by the weather, trans-
portation disruptions or any unofficial events, for which it is
challenging to find references.

5.3 Time Complexity

In this section we discuss the time complexity of the algo-
rithm when it is applied on N observations of pedestrian
counts collected by sensors at [ locations.

The data normalization traverses all the observations twice,
to find the maximum values of each window then to assign
each pedestrian count values into buckets of LOW, MEDIUM and
HIGH, hence the time complexity of the data normalization
step is O(N *1).

The testing of the coverage of the frequent itemsets on the
dataset in each iteration of Algorithm 1 is also linear in the
number of observations:

O(N x f), where f is the number of frequent itemsets found
and f < N.

We observed from our experiments that it is the mining pro-
cess for frequent itemsets at each iteration of Algorithm 1
that takes the majority time of the modelling process. Ac-
cording to Pang-Ning [19] et al., multiple factors can affect
the complexity of the Apriori algorithm, including the sup-
port threshold, dimensionality of the dataset and number
of observations. Since our algorithm executes the Apriori
algorithm several times until all the requirements are sat-
isfied, the number of iterations as well as the values of the
trial supports can only be known in retrospect. It is hence
challenging to analytically formulate the time complexity of
the algorithm.

Consequently, we have empirically analyzed the effect of the



number of observations N and the dimensionality [ on the
time complexity. We tested the algorithm on four subsets of
data: 3 months, 6 months, 9 months and 12 months worth
of data, and observed that there is little variation in the
observed execution times as the number of observations in-
creases. We then tested the algorithm on data with varying
numbers of sensor locations (dimensions), ranging from 4
to 28 dimensions. For each dimension, the algorithm was
applied on all four subsets of the data mentioned above.
The average execution time for each number of dimensions
is presented in Table 6 and plotted in Figure 3.

Dimensionalit.y (number of Execution time (ms)
locations)
4 390
8 630
10 651
12 1740
14 2954
16 5960
18 24987
20 25044
22 29675
24 104241
26 104227
28 190620

Table 6: Execution time of the algorithm with different num-
bers of dimensions.

Figure 3 shows that the execution time grows exponentially
with the number of dimensions, i.e. the number of locations
being investigated.

6. CONCLUSION

In this paper we used frequent itemset mining as the un-
derlying technique to form a model of pedestrian activities
as the correlations of the distributions across multiple lo-
cations. The model was then used to extract anomalous
events from the dataset, which were subsequently validated
against known events. The empirical results indicate that
the model is reliable and can be used to detect anomalies
with high effectiveness.
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