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ABSTRACT

Cluster analysis is a fundamental challenge in trajectory
mining. However, existing trajectory clustering algorithms
are not well suited to large numbers of trajectories in a city
road network because of inadequate distance measures be-
tween two trajectories. In this paper we propose a novel Di-
jkstra based Dynamic Time Warping (DTW) distance mea-
sure, trajDTW between two trajectories, which is suitable
for large numbers of overlapping trajectories in a dense road
network. We show the superiority of trajDTW over previ-
ously proposed distance measures Dissimilarity with Length
(DSL) and Hausdorff distance for point sets using a few sam-
ple trajectories on a road network. We then show how our
sampling based clustering algorithm clusiVAT can suggest
the number of clusters, and identify and visualize the trajec-
tories belonging to each cluster. We also detect anomalous
trajectories in a given dataset using clusiVAT. Experimen-
tal results on a large scale T-Drive taxi trajectory dataset
consisting of 43,405 trajectories on a road network having
100 nodes and 141 edges reveals the presence of 12 clusters
having an average of 2,029 trajectories each. We compare
the trajectory clusters obtained using the clusiVAT algo-
rithm employing trajDTW distance measure with those ob-
tained using the NETSCAN trajectory clustering method
proposed in the literature. Furthermore, we identify the top
100 anomalies corresponding to a few vehicles taking un-
usually warped paths for their commute. These anomalous
trajectories have their maximum traffic density in geograph-
ically distinct sections of the road network.
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1. INTRODUCTION

In recent years, manufacturers are increasingly offering ve-
hicles with geomatics services like Global Positioning System
(GPS), which provide accurate measurements of the location
of a vehicle, and are used for real time traffic information,
car accident alarms, and efficient path planning. GPS loca-
tion information from vehicles can be readily used to find
the trajectory of a vehicle, which is a sequence of sampled
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locations and time stamps along the route of a moving ob-
ject. A major challenge for road authorities and users is
how to analyse the vast amount of trajectory data gener-
ated everyday. One of the most useful types of analysis in
this context is trajectory clustering. Trajectory clustering
identifies distinct groups of trajectories, such that there is
a greater similarity in motion patterns within a group than
between groups. On a broad level, trajectories can be clas-
sified as belonging to a Euclidean space or a road network
space. Euclidean space trajectories can be represented as
a series of (x,y,t) coordinates in 2-dimensional Euclidean
space, but for most real world applications involving trans-
portation, an object typically moves along the road segment
and its trajectory can be represented as a 1-dimensional ar-
ray of nodes or edges of the road network.

Literature is replete with various trajectory clustering ap-
proaches using different methods for trajectory representa-
tion, different distance measures between two trajectories,
and various clustering techniques. Most of the approaches
presented in the literature use synthetic datasets having
small to medium numbers of trajectories, while a few use
real trajectory datasets having a small number of trajec-
tories for experimentation. The previously suggested tra-
jectory clustering approaches are not suitable for clustering
large numbers of overlapping vehicle trajectories in a city
road network consisting of a large number of road segments.
In this paper we aim to provide a scalable framework for
clustering large numbers of vehicle trajectories in a dense
city road network.

Our main contributions in this paper are as follows:

e We propose a novel Dijkstra based dynamic time warp-
ing distance measure trajDTW between two trajecto-
ries, which is suitable for large numbers of overlapping
trajectories in a dense road network. We also provide a
comparison of trajDTW with the DSL [21] and Haus-
dorff distance [12, 17] measures used in literature.

e We show how our sampling based clustering algorithm
clusiVAT [13] can be used to suggest the number of
clusters, and identify and visualize the trajectories be-
longing to each cluster. Based on this clustering we
can also detect and visualize anomalous trajectories.

e We perform numerical evaluation on a large scale T-
Drive taxi trajectory dataset [23, 24] consisting of 43,405
trajectories on a road network having 100 nodes and
141 edges, revealing the presence of 12 clusters, each



having an average of 2,029 trajectories. Furthermore,
we identify the top 100 anomalous trajectories. We
also compare the trajectory clusters obtained using our
trajDTW distance measure based clusiVAT algorithm
with that obtained using the NETSCAN [12] trajec-
tory clustering method proposed in literature.

The rest of the paper is organized as follows. Section 2
provides a detailed literature review of road network tra-
jectory clustering methods. Section 3 formally defines the
problem and describes our novel Dijkstra based DTW dis-
tance measure between two trajectories in Section 3.1. The
clusiVAT algorithm for clustering and anomaly detection is
described in Section 4. The time complexity of our tra-
jDTW distance measure and clusiVAT clustering algorithm
is discussed in Section 5. Numerical experiments on a real
life taxi trajectory dataset are provided in Section 6 before
concluding in Section 7.

2. RELATED WORK

The representation of trajectories is the first step in tra-
jectory clustering. A common approach is to use a Euclidean
space representation, in which sample points on a trajectory
are represented by the triplet (z,vy,t), and the trajectory is
considered to be linear between each pair of sample points.
However, a major drawback of using this representation for
objects travelling on a road network is that two locations
that are close in Euclidean space may not be reachable over
the road network if no road exists between the two locations.
Won et al. [21] represent a trajectory as a list of segments,
each of which has its own identifier and length, however the
method to divide the road segment is not explicitly described
and is driven by intuition. The authors in [20, 11] represent
the trajectory of a moving object on a road network as a
sequence of interest points, such as the intersection of two
road segments or a notable building or symbol. Guo et al.
[7] used topological information from graph based structures
to represent and analyze trajectory data. The trajectory of
a moving object appears as a sequence of symbols in [12,
15, 4, 18], where each symbol refers to one road section. In
addition to the sequence of symbols, [8] also included infor-
mation about the offset of the exact GPS location from the
start junction of the road segment in the edge sequence. In
this paper, we use the same representation of road networks
and trajectories as proposed in [12, 15, 4, 18].

The next pre-clustering task for trajectory clustering is
to find a measure of similarity or distance between a pair
of trajectories. The first attempt to provide a spatiotempo-
ral distance between two trajectories using network distance
was proposed in [11]. It is a two step process consisting of
a filtering phase to find spatial similarity on the road net-
work, and a refinement phase for discovering similar trajec-
tories based on temporal distance. Won et al. [21] used the
length of the disjoint segments between two trajectories as a
distance measure called dissimilarity with length (DSL). For
two trajectories T; = [t1,t2,...,t!] and T} = [tjl-,t?, <y 7], of
length [ and m respectively, the DSL distance between them
is given by

La(T;, Ty)

DSLTT5) = T T Lo @) v

where Lq4(T;,T;) is the sum of lengths of disjoint segments
of T; and Tj, and Ls(T;) and Ls(T;) are the sum of lengths

of segments in T; and T} respectively. However this measure
is not suitable for a city road network, which consists of a
parallel and perpendicular grid of road segments. An ad-
ditional network level similarity between two transitions as
the difference of their traffic density values was introduced in
[12, 17]. The Hausdorff distance for point sets, which con-
siders the maximum mismatching level between two point
sets, but does not consider any temporal information of the
trajectory, is used as a trajectory distance measure in [20, 4,
15]. For the trajectories T; and T; as described above, the
Hausdorff distance is given by

Hausdorfi(T;, Tj) = max min d(t],13), (2)
t7€Ti ey
where d(t{,t}) is the Dijkstra distance between the edges
td and t?. In this paper, we propose a novel Dijkstra based
DTW distance measure, trajDTW between two trajectories,
which is suitable for large numbers of overlapping trajecto-
ries in dense road networks.

The third and final step in the trajectory clustering prob-
lem is the clustering method itself and the representation of
the final clusters. Kharrat et al. [12] proposes a clustering
scheme named NETSCAN, similar to the popular clustering
algorithm DBSCAN, which first finds the most dense road
sections, and merges them to form dense paths on the road
network and later classifies the trajectories of moving objects
according to these dense paths. DBSCAN was used as is in
[19] for trajectory clustering, however both these methods,
NETSCAN and DBSCAN, are not suitable for large num-
bers of trajectories in a city environment as computation of
the distance matrix is time intensive. Traffic load was repre-
sented as the edges of a graph with locations as nodes in [7].
The weight given to such an edge is the number of trajecto-
ries passing through that edge. A graph partitioning method
is applied to find natural regions (or community structures),
where locations inside a region share more trajectories with
each other than with locations in other regions. The work
presented in [12, 19, 7] clusters the road segments in the road
network based on their proximity and traffic load instead of
clustering the trajectory of vehicles traversing the segments.
Authors in [15] use an efficient agglomerative hierarchical
clustering method to reduce distance computations without
requiring an index structure, with little loss in the quality of
clustering results. The NEetwork Aware Trajectory (NEAT)
model was introduced in [8], which first identifies the most
critical and interesting part of the trajectories and uses them
as basic building blocks for clustering. We have used our clu-
siVAT algorithm [13] for the clustering task, which yields an
estimate of the number of clusters present in the dataset,
and is suitable for datasets having large numbers of trajec-
tories.

Most of the work done in the area of trajectory cluster-
ing uses synthetic datasets having small to medium numbers
of data points. For example, [12] uses a constrained mov-
ing object generator on the road network of San Joaquin
Bay, producing 2,064 trajectories of moving objects. A syn-
thetically created road network with 500 nodes was used in
[4] to generate a trajectory dataset having an average track
length of 25 nodes distributed in 5 clusters. Authors in [8,
21] uses public event-based simulators to generate thousands
of mobility traces on the road networks of North West At-
lanta, West San Jose, and Miami-Dade. A few papers use
real trajectory datasets for experimentation. For example



[7] uses the truck dataset [5] which has GPS traces of trucks
in Athens, Greece, for a total of 276 trajectories. A real-life
trajectory dataset [1] containing 214 trajectories, having an
average trajectory length range of 18 to 1486 GPS points
was used in [15]. The number of trajectories in both of the
real life datasets [5, 1] is fairly small. We have used the T-
Drive Dataset consisting of the GPS trajectories of 10,357
taxis. In all, we have performed our experiment on 43,405
trajectories, having lengths in the range of 5 to 200 road seg-
ments. To the best of our knowledge, this is the first time a
clustering task has been performed on such a large number
of real life road network trajectories. A systematic survey
of major research into trajectory data mining providing a
panorama of the field as well as the scope of its research
topics is given in [25]. Next we formally define the road net-
work constrained trajectory clustering problem framework.

3. PROBLEM DEFINITION

We represent the road network as an undirected graph
Gry = (V, E), (3)

where V' is a set of intersections of the road network, and F
is a set of road segments, R; € E such that R, = (ri,,7:.),
where r;,,7r;, € V and there exists a road between r;, and
ri,. The edge R; is given a weight equal to the distance
between r;, and r;,. In the case of a road segment be-
ing curved, additional vertices are placed in the road seg-
ment so that the parts of the road segment between the
consecutive edges are approximately straight lines. This is
done to approximate the length of a road segment as the
straight line distance between the two ends with a high de-
gree of accuracy. For such a road network, a trajectory T
of length [ (which varies between trajectories) is defined as
T = [t1,t2,...,t1], where t; € E;1 < j <1, and t; and ¢;j4+1
are connected. Next we describe in detail our Dijkstra based
DTW distance measure between two trajectories.

3.1 Distance measure (trajDTW)

Most of the similarity measures proposed in the literature
either use the number of overlapping road segments or the
minimum/maximum distance to go from one trajectory to
another, which is not a good distance measure for a large
number of overlapping trajectories in a dense road network
as used in this paper. We propose a novel distance mea-
sure called trajDTW between two trajectories using DTW
distance, where the distance between two edges is given as
Dijkstra’s shortest path distance. This approach considers
the temporal information in the trajectory, which was miss-
ing in [15, 4]. Dijkstra’s shortest path distance between any
two edges in the road network is given by the well known Di-
jkstra’s Algorithm, which is a graph search algorithm that
solves the single-source shortest path problem for a graph
with non-negative edge path costs, producing a shortest path
tree. Since the road network is static, we can pre-compute
and store the distance matrix of all the edges in Grn, which
is a |E| x |E| matrix Dqgy, where |E| is the number of edges
in F, and whose elements are given by

Dau, ; = Dijkstra(E;, Ej), (4)

where Dijkstra is the well known Dijkstra’s shortest path
algorithm. The pseudocode for our distance measure tra-
jDTW is given in Algorithm 1. It is a normal DTW algo-
rithm with window parameter w, which is set to half the

length of the shorter of the two trajectories. The distance
measure between two road segments ¢{ and ¢ is denoted as
Dau

t1

;e
t3

Algorithm 1: trajDTW
Input

. Ty = [t1,t3,..., t}] — Trajectory 1 consisting of
l consecutive road segments
Ty = [t3,13,...,15'] — Trajectory 2 consisting
of m consecutive road segments

Output: dist — distance between 77 and T3

Dg — |E| X |E| distance matrix of all the edges in
Grn (Pre-computed)

w = % x man(l, m) — window parameter

fori+1tol+1do

for j < 1tom+1do

| Aij=o00
end
end
A171 =0

for i< 1tol do
for j + maz(i — w,1) to min(i + w,m) do

cost = Dy . .
4]
Aiy1j+1 = cost + min(Ai 1, Aig1j, Aij)
end
end

dist = Al+1,m+1

This is a balanced distance measure between the trajec-
tories of different lengths for a city road network which has
a grid of closely spaced parallel and perpendicular road seg-
ments. If we just use the number of common road segments,
or a function of the length of the matching sub-trajectories
and the length of the gap between them as a measure of sim-
ilarity as proposed in [21, 20], we overestimate the distance
between two trajectories running on two nearby parallel road
segments. Whereas if we use the average minimum distance
from any node in one track to any node in the other track as
a track similarity function as in [4], or the longest distance
that an adversary can force you to travel from one road seg-
ment to another as in [15], we underestimate the distance
between two trajectories that have only a few edges in com-
mon, and for the most part are far away from each other,
or for two trajectories that intersect at a common node and
then diverge in both directions. Although DTW is sensi-
tive to noise, in trajDTW, we first map the GPS traces of
a vehicle to the edge sequence of the road network graph,
hence removing the “noise” part which makes DTW a poor
distance function.

As an example, consider the road network shown in Fig-
ure 1 with nodes (road segment intersections) represented
by red dots and edges (road segments) represented by blue
lines. Consider six trajectories as shown by six different col-
ors and marked as A, B, C, D, E, and F respectively using
the same color as that of the trajectory. The trajDTW (Al-
gorithm 3.1), DSL (1) and Hausdorff (2) distance between
selected pairs of trajectories is given in Table 1. Intuitively,
trajDTW distance gives a fair estimate of the distance be-
tween trajectories. For example, trajectories A (green) and
B (black) seem close to each other in the road network, but
do not have a common edge or node, so would not be consid-
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Figure 1: Trajectory distance measure example

Table 1: Distance matrix for the trajectories in Figure 1

Trajectories | Distance Distance Distance
(trajpTW) | (DSL) (Hausdorff)
A-B 1.36 1 2.43
A-C 3.51 0.88 4.76
A-D 1.12 0.23 4.35
B-C 2.77 0.92 4.10
B-E 0.96 0.27 3.01
B-F 0.94 0.40 3.58
E-F 3.14 1 3.58

ered close as per the DSL distance measure. In contrast, tra-
jectory C (magenta), which for most of the time is at a large
distance from trajectories A and B, but has one common
edge with both of them, would be considered close to them
as per the DSL distance measure (DSL(A-B)=1 is greater
than DSL(A-C)=0.88 and DSL(B-C)=0.92). Whereas the

trajDTW (A-B)=1.36, trajDTW (B-C)=2.77, and trajDTW (A-

C)=3.51 seems reasonable from the trajectory plot shown
in Figure 1. Trajectories E (yellow) and F (brown), which
belong to adjacent but non overlapping parts of the same
long road segment have a maximum value of DSL distance
(DSL(E-F)=1), whereas they are close to each other in the
road network. Trajectories A (green) and D (violet) for the
most part have common paths but diverge at the end, so
should be considered as close to each other, which justi-
fies trajDTW (A-D)=1.12, but has a high Hausdorff distance
(Hausdorff(A-D)=4.35) because of the divergence at the end.
Similarly, trajectories E and F are sub-trajectories of B, so
should be considered close to B. While trajDTW (B-E)=0.96
and trajDTW (B-F)=0.94 supports this observation, their
Hausdorff distance is high (3.01 and 3.58 respectively). For
some classes of trajectories, DSL and Hausdorff distance
overestimate the actual distance, whereas trajDTW provides
a balanced distance measure. Next we describe our clusiVAT
clustering algorithm in detail.

4. CLUSIVAT ALGORITHM

Reordered dissimilarity images (RDIs) have been used for
visual representation of the structure in unlabeled dissimi-
larity data since the 19" century. The RDI highlights the
potential cluster structure of the data by the set of dark
blocks along its diagonal, where each block represents a dif-
ferent cluster. The visual assessment of clustering tendency
(VAT) algorithm [2] reorders the input distance matrix D
to obtain D* using a modified Prim’s algorithm. The image
I(D*), when displayed as a gray-scale image, shows possible
clusters as dark blocks along the diagonal.

Although VAT can provide a useful estimate of the num-
ber of clusters in a dataset, if the clusters are close to each
other, the VAT image can be inconclusive. A new algorithm
named improved VAT (iVAT) was proposed in [10] to allevi-
ate this problem. iVAT provides better images by replacing
input distances in the distance matrix D = [d;;] by geodesic
distances D’ = [d;;], given by

d/

i = Min max Dyipjpiat), ()

PEP;; 1<h<|p|

where P;; is the set of all paths from trajectory ¢ (T;) to
trajectory j (73) in the VAT generated minimum spanning
tree (MST).

VAT and iVAT suffer from size limitations as they have a
space and time complexity of O(n?). To overcome this lim-
itation, scalable-VAT (sVAT) was introduced in [9], which
works by sampling the big dataset and then constructing
a VAT or iVAT image of the sample. sVAT finds a small
D,, distance matrix (having size n X n) of an n sized subset
of the trajectory dataset, T = {T1,7T%,...,Tn}, where N is
large and n is a “VAT-sized” fraction of N. siVAT is just
like sVAT, except that it uses iVAT after the sampling step.

The MST built using Prim’s algorithm in VAT and iVAT
provides an array representing the edges of the MST, which
is used in the reordering operation. Let us assume that the
iVAT image suggests the presence of k clusters in the dataset
T. Having this estimate, we cut the k—1 largest edges in the
MST, resulting in k connected subtrees (the clusters). The
essential step in clusiVAT [13] is to extend this k-partition
of D,, non-iteratively to the unlabeled objects in T using the
nearest (trajectory) prototype rule (NPR). Pseudocode for
our VAT, iVAT, siVAT, and clusiVAT algorithms are well
documented in [2, 10, 9, 13], and hence are not reproduced
here for brevity.

To illustrate clusiVAT consider Figure 2, which shows the
clustering experiment performed on a synthetically gener-
ated dataset of 10,000 trajectories on a road segment con-
sisting of 100 intersections and 141 road segments. View
(a) shows the trajectory density map of all the trajectories,
showing the presence of a large number of trajectories in 3
corners and the center of the road network. Its sVAT im-
age for k' = 10 and n = 500 (siVAT parameters (details in
[9, 13])) is shown in view (b), which indicates the presence
of 4 clusters by 4 dark blocks along the diagonal. These
dark blocks are much clearer in view (c), which is the si-
VAT image. Finally views (d-g) show different clusters of
trajectories obtained by cutting the 3 largest edges in the
MST and using clusiVAT. As expected, clusiVAT is able to
extract the 4 clusters correctly.

If the dataset is complex, and the clusters are intermixed
with each other and contain a number of anomalies, cutting
the k — 1 largest edges of the MST to obtain k clusters is
not always a good strategy as the anomalies, which are at a
large distance from the normal clusters, would constitute all
the k — 1 largest edges of the MST. A more useful approach
in such a scenario is to manually select the dark blocks along
the diagonal, find the sample trajectories representing this
dark block and use NPR to find those trajectories in the
dataset T, whose nearest trajectory belongs to the sample
trajectories of the cluster.

4.1 Anomaly Detection using clusiVAT

Anomaly detection can be regarded as a special case of
data clustering in which clusters that are too far from the
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Figure 2: All trajectories, sVAT, siVAT and clustered trajectories for the synthetic trajectory dataset having 10,000 trajectories

divided into 4 clusters

main clusters and have too few data points, are regarded as
anomalies. We use this concept for anomaly detection using
the clusiVAT algorithm. To determine the top p anomalies
among the trajectories in T, we find the highest p values
of the MST cut magnitude d. We then find the trajectories
that are nearer to the anomalous trajectories than any other
trajectory using clusiVAT. If the number of such trajectories
is small, they are branded as anomalous. Next we discuss
the time complexity of the trajDTW distance measure and
clusiVAT algorithm.

5. TIME COMPLEXITY

In this section, we discuss the time complexity of our pro-
posed trajDTW distance measure and clusiVAT algorithm.
trajDTW uses Dijkstra’s shortest path distance in the nor-
mal DTW algorithm. The time complexity of Dijkstra’s
algorithm depends on the number of nodes and edges in the
network. Its best average case time complexity is obtained
when using binary heaps for storing the road network graph
and is of the order of O(|E| + |V|log(% + V) [14]. For
two trajectories of length | and m, the time complexity of
a standard DTW algorithm is O(l x m), but there exist ap-
proximate DTW algorithms like fastDTW [16], whose time
complexity is linear in the average length of the trajectories,
O(l +m).

For the trajectory dataset 7" containing NN trajectories, the
first step in clusiVAT is the selection of k’ distinguished tra-
jectories which are at a maximum distance from each other.
This step divides the entire dataset into k' almost equally
sized partitions. This step has time complexity linear in
k’. The next step in clusiVAT is to randomly select objects
from the k' partitions to get a total of n samples. These
n samples, which are just a small fraction of N, retain the
approximate geometry of the dataset. In the next step, VAT
is applied to the n samples, which (including construction of
D, from T) has a time complexity of O(n?). So the N x N
distance matrix for the big dataset (Dy) is never needed,
but just the n x n distance matrix of the sampled dataset
(D.).

6. NUMERICAL EXPERIMENTS

The numerical experiments to cluster road network trajec-
tories using our clusiVAT clustering algorithm are performed
on the T-Drive Taxi Trajectory dataset [23, 24], which con-
tains the GPS traces of 10,357 taxis during the period of
Feb. 2 to Feb. 8, 2008 within Beijing. The total number of
GPS points in this dataset is about 15 million and the total
distance of the trajectories is 9 million kilometers. For our
experiment we have taken a subset of this dataset, which
contains trajectories in a small road network in the center
of the Beijing city as shown in Figure 3. This road network

Figure 3: Road network in the center of Beijing city, which
is used for the clustering experiment

consists of 100 nodes as shown by red dots in Figure 3 and
141 road segments (edges). The average sampling interval
of the GPS points is about 177 seconds with a distance of
about 623 meters, which is quite large for a city traffic en-
vironment as the length of many road segments is smaller
than the average sampling distance. All programs are writ-
ten in MATLAB 2012. The computational platform is OS:
Windows 7 (64 bit); processor: Intel(R) Core(TM) i7-2600
@3.40GHz; RAM: 8GB.



As a pre-processing step to obtain the trajectories as a se-
quence of road segments, each of which has a common node
with its former and latter road segment, we first map each
GPS point to its nearest road segment (commonly known as
the Map Matching problem). A few approaches presented in
the literature for the purpose of map matching include [6,
3, 22]. The consecutive duplicate road segments in a trajec-
tory are removed and if the two consecutive road segments
do not have a common node, Dijkstra’s algorithm is used to
find and insert the minimum length road segment sequence
between the two non-adjacent road segments. As an exam-
ple, for the road network shown in Figure 4, the GPS trace
of a vehicle is shown by green dots, which are mapped to
road segments and interpolated when necessary to give the
magenta trajectory.
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Figure 4: Extracted road network trajectories from GPS
trace

After the preprocessing step, we are left with the trajec-
tory dataset T = {T1,T5,...,Tn} having N =43,405 trajec-
tories, whose lengths lie in the range of 5 to 200 road seg-
ments and have an average of 14 road segments. Although
43,405 trajectories over a graph of 100 nodes is not exactly
“big data”, when taken in the context of the previous tra-
jectory clustering literature which have used a few hundred
trajectories from real life datasets, 43,405 trajectories hav-
ing lengths in the range of 5 to 200 road segments, over a
graph of 100 nodes is quite big. Using the value of the pa-
rameters k' = 30 and n = 500, the clusiVAT algorithm is
applied to this trajectory dataset giving the clusiVAT im-
age as shown in Figure 5. Since there are many overlapping
trajectories in the dataset, the clusters are not clearly sep-
arated from each other, hence the dark blocks along the
clusiVAT image are not very clear and are intermixed with
each other. The top image in Figure 5 seems to have two
primary dark blocks, and embedded in them, a fine struc-
ture that has many more. The zoomed images of the two
dark blocks shown in the lower part of Figure 5 reveal the
presence of 7 and 5 dark sub-blocks representing a total of 12
imbedded subclusters. These dark blocks are marked by red
rectangles for clarity. To obtain the trajectories belonging
to these clusters, we first find the indices of the trajectories
belonging to each of the dark blocks using the siVAT algo-
rithm. For the remaining trajectories, we find their cluster
membership using NPR as described in Section 4. Figure
6 shows the trajectory density map of the trajectories be-
longing to the 12 different clusters found using the clusiVAT
algorithm. The number of trajectories belonging to clusters
1 to 12 are 1,655, 3,976, 3,864, 1,359, 2,044, 1,105, 2,115,
917, 3,140, 1,864, 1,674, and 633 respectively.

For an unlabeled dataset such as the T-Drive Taxi Tra-

Figure 5: clusiVAT image of the trajectory dataset

jectory dataset, there is no quantitative measure to check
how good or bad the clusters are. We believe the best way
to check this is using the images of the various trajectory
clusters, which clearly shows the trajectories of vehicles on
different road segments clearly partitioned among various
clusters. To illustrate the effectiveness of our method to
discover cluster structure in the trajectory dataset, we com-
pare the results obtained above with those obtained using
the NETSCAN clustering method proposed in [12]. The first
step in NETSCAN is to find the network paths that are the
densest in terms of moving objects transiting on them, us-
ing a transition matrix relative to the road network. This
step uses two user defined parameters: density threshold
() and similarity threshold (€). « is the minimum tran-
sition density, and € is the maximum density difference be-
tween neighbouring road segments to be considered as dense
paths. We experimented with various values of thresholds
before setting them to @ = 1,000 and e = 800, which gives
the maximum number of dense paths having at least four
connected road segments. Figure 7(a) shows seven dense
paths (by seven different colors) obtained in step 1 of the
NETSCAN algorithm. In the next step, NETSCAN groups
the trajectories according to their similarity to each dense
path generated in the first step. The similarity measure used
in this step compares two trajectories where one is the ref-
erence. This measure reflects the resemblance to an object
and it is not symmetric. The similarity is computed as the
ratio between the common length among a trajectory and
the reference and the length of the reference trajectory

Lenght(common_part)
Lenght(ref_traj)

Sim_traj = (6)
For each dense path, NETSCAN computes the similarity
with each trajectory. If the similarity is above another user
defined threshold value (o), then the trajectory is kept in
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Figure 6: Trajectories belonging to different clusters for the T-Drive Taxi Trajectory dataset

the cluster. For this step, we set 0 = 0.8 as suggested in
[12]. Figure 7(b-f) shows the trajectories belonging to the
different clusters obtained using NETSCAN.

The trajectory clusters obtained using the trajDTW dis-
tance measure based clusiVAT algorithm are better in com-
parison to those obtained using NETSCAN for the following
reasons:

1. The clusiVAT clusters in Figure 6 have all the trajec-
tories confined to a small part of the road network as
evident by many unfilled edges, whereas all the tra-
jectory clusters obtained by NETSCAN (Figure 7) are
spread over the entire road network (all the edges are
filled).

2. The number of clusters obtained using clusiVAT are
more than that obtained using NETSCAN, and the
major road sequence highlighted by dense paths of
NETSCAN belong to separate clusters obtained using
clusiVAT.

Table 2 compares the trajectory clusters obtained using
the trajDTW based clusiVAT and NETSCAN algorithms.
NETSCAN is able to identify some of the clusters correctly,
for example, trajDTW clusters 3, 4, 12, 7, 6, and 8 are

identified correctly as NETSCAN clusters 2, 3, 4, 5, 6, and
7 respectively, whereas it completely missed complex tra-
jectory clusters such as trajDTW clusters 1, 2, 5, and 11.
NETSCAN combines trajDTW_C9 and trajDTW_C10 to
form NETSCAN_C1 as the major road segments of these
two clusters are close to each other.

Table 2: Summary of clusters obtained using trajDTW
based clusiVAT algorithm and NETSCAN

| trajDTW-clusiVAT | NETSCAN |
trajDTW_C3 NETSCAN_C2
trajDTW_C4 NETSCAN_C3
trajDTW_C12 NETSCAN_C4
trajDTW_C7 NETSCAN_C5
trajDTW_C6 NETSCAN_C6
trajDTW_C9
trajDTW_C10 NETSCAN_C1
trajDTW_C8 NETSCAN_C7

trajDTW_CI, trajDTW_C2,

trajDTW_C5, trajDTW_C11 -

We have used the clusiVAT algorithm to find the anoma-
lous trajectories. Figure 8 shows the top 100 anomalous
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Figure 7: (a) Dense paths and (b-f) Trajectories belonging to different clusters for the T-Drive Taxi Trajectory dataset using

NETSCAN clustering method proposed in [12]

trajectories in the dataset. These anomalous trajectories
represent a few vehicles taking an unusually warped trajec-
tory for their commute, whose maximum traffic density is in
geographically distinct sections of the road network.
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Figure 8: Top 100 anomalous trajectories for the T-Drive
Taxi Trajectory dataset

7. CONCLUSION

We have presented a novel Dijkstra based DTW distance
measure between two trajectories, which is suitable for a
large numbers of overlapping trajectories in a dense road
network. We applied our new efficient clustering algorithm
clusiVAT for a road network containing a large number of ve-
hicle trajectories. We performed our experiments on 43,405

trajectories obtained from the real life T-Drive Taxi Trajec-
tory dataset, which contains the GPS traces of taxis within
Beijing. We first interpolated GPS samples in the T-Drive
dataset to accurately establish topological relationships among
trajectories and locations. Using the clusiVAT algorithm we
are able to suggest the possible number of trajectory clusters
in the dataset and visualize them. We compare the clusters
obtained using our novel trajDTW distance measure based
clusiVAT clustering with that obtained using the NETSCAN
algorithm proposed in the literature. We conclude that the
latter can not identify all the clusters present in the dataset.
We are also able to find the top 100 anomalous taxi trajec-
tories in the dataset. This analysis can effectively facilitate
the understanding of spatial patterns in trajectories and is
of great significance for decision-makers to understand road
traffic conditions and to propose metro bus corridors and
light rail systems for better public transport.
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