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ABSTRACT
Analyzing and detecting events from ubiquitous sensors across
the city has been an important goal in recent years. Different
techniques that are able to automatically detect events by
monitoring urban sensor’s data have been efficiently applied
in several smart cities to improve the citizens everyday life.
However, the analysis of such voluminous data streams often
interferes with several constraints that arise in smart cities
scenarios. For example it is impossible to hire human oracles
that will monitor each data stream continuously to provide
knowledge to these models and to annotate past instances.
Thus, the development of novel techniques is required in or-
der to build efficient supervised learning models that will be
able to cope with urban data deluge. Our approach makes
the following contributions: (i) we formulate the problem of
building supervised learning models efficiently by incorpo-
rating streaming input from urban data, and (ii) we present
a novel framework that is able to cope with the restrictions
that arise in the event detection of streaming urban data,
requiring labels from carefully selected instances.
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1. INTRODUCTION
Urban data monitoring has recently been efficiently ap-

plied in different smart cities providing immediately use-
ful and accurate information regarding several incidents to
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Figure 1: The traffic control room at Dublin City Coun-
cil, where different monitors visualize the traffic conditions
at different locations in the city of Dublin, captured from
CCTV cameras, and allow traffic operators to monitor the
traffic conditions

the city authorities in order to handle events of emergency.
Nowadays, the large development of Internet of Things, with
ubiquitous sensors across the city, create voluminous and
heterogeneous data streams that need to be automatically
monitored. Such data streams may be provided either from
moving sensors or from static sensors. Examples of such
sensors are buses or taxis that move along the city and re-
port their position, CCTV cameras that capture video at
different locations of the city, SCATS sensors that measure
the traffic flow at different junctions of the city, cell towers
that measure the mobile phone users that interact with the
particular cell tower and citizens that move in the city and
report several anomalies.

The data streams described above contain useful informa-
tion and could be used in order to quickly identify several
events of emergency (e.g., traffic accidents, traffic conges-
tion, fires, floods, etc.). A typical example of a traffic con-
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Figure 2: An example of a set of static (SCATS, Cell Tower and CCTV) and moving (Bus and Twitter) data sources generated
from sensors that report continuously data to the traffic operators and need to be processed

trol room is the one from Dublin City Council presented in
Figure 1 and an example of the data streams that need to be
processed and analyzed is illustrated in Figure 2. The traffic
control rooms often have to address the following issues: (i)
lots of heterogeneous information is received and needs to
be processed, (ii) the processing capability is limited thus
efficient analysis techniques should be considered, and (iii)
human based fusion is necessary. Thus, there is a need for
algorithms and techniques in order to automatically extract
information and identify patterns in these data streams, as
humans are not able to monitor this information explosion.
The research community in recent years focuses on the anal-
ysis, the monitoring and the event detection of urban data
streams. However, there are many restrictions that are pre-
venting the creation of accurate prediction models.

The main challenge that arises when data scientists ana-
lyze urban data streams is that usually these data do not
contain information regarding whether an anomaly is occur-
ring or not at a particular space and time. This lack of infor-
mation prevents the building of accurate supervised learn-
ing models (either classification or regression) that would be
able to automatically detect events in the city environment.
Commonly this information is provided either from the traf-
fic operators or by exploiting the knowledge of the crowd by
posing tasks or queries to the citizens, using crowdsourcing
techniques.

Examples of crowdsourcing tasks may be queries to the
citizens regarding whether they observe traffic congestion at
a particular road or whether they observe a fire at a particu-
lar address. Identifying the labels for each data point of the
incoming data streams would be tremendously costly and
thus unfeasible. Thus queries that request labels for par-
ticular instances of the incoming data have to be selected
carefully and then posed to the human oracles or to the
crowd, without wasting needlessly the available resources.

Active Learning [23] has been proven very efficient in
building supervised learning models, with a limited num-
ber of labelled training data L. Active Learning techniques

are typically characterized from a cyclic procedure in which
the learner: (i) carefully selects from a pool of unlabelled
data the most informative instances in order to improve its
performance and (ii) learns from the provided labels and
leverages its new knowledge in order to decide which points
to query next.

This cyclic procedure is typically not applicable in mod-
els that aim to detect events from urban data streams. In
such scenarios a set of constraints exist and should be consid-
ered regarding: (i) the limited number of queries that could
be posed to the annotators (i.e., the learner should request
a small number of carefully selected instances to be anno-
tated), (ii) the predefined time period in which the model
should be ready, as in many cases we have strict deadlines
till which the prediction model should be built and (iii) the
fact that it is impossible to require labels for past events
(i.e., ask the citizens whether a specific road was congested
ten weeks ago), thus decisions regarding whether or not to
require a particular label should be taken instantly. These
issues make the existing knowledge extraction techniques not
applicable in such urban data analysis scenarios.

In this work we propose a novel framework that is capable
to efficiently build prediction models that are able to detect
anomalous events in voluminous data streams, exploiting
Active Learning techniques. Our approach takes into ac-
count the restrictions that arise in streaming urban data
monitoring regarding the limited number of queries that
could be asked, the fact that we could not request labels
for past events and that the model should be ready within
a predetermined time period. Finally, the proposed frame-
work is able to automatically decide whether to request the
label of a newly received data point setting appropriately a
threshold that dynamically changes over time and taking
into consideration the set of constraints discussed above.

We evaluated our proposed techniques in a real urban data
scenario, coming from the city of Dublin. More specifically,
we test our techniques building a classification model, that
detects whether there is traffic or not at a particular junction



of the city. Our input stream was transmitted from SCATS
sensors that are installed at different intersection of the city
and measure the traffic. We annotated the SCATS data
using input from images captured from CCTV cameras at
the junctions of the SCATS sensors.

The main constraints that we deal with in this work are
summarized bellow:

• Decide instantly whether to request the label for a
newly received data point or not, as queries are not
allowed for past events.

• Take into account the limited number of queries that
could be posed to the data annotators, aiming to build
accurate model with small budget.

• Build a classification model in a predefined time pe-
riod.

• The created model should converge quickly to a batch
algorithm, that is trained offline using a larger amount
of labelled data points and is trained once.

The main contributions of this work are summarized to
the following points:

• We propose a novel streaming Active Learning frame-
work that is able to decide online if a new data-point
received is worth labelling. The system effectively ex-
ploits the available budget, resulting rapidly to a good
predictive model with a minimum number of annota-
tions required.

• We evaluate our system and we show its usefulness un-
der a real urban management scenario where the goal
is to automatically train a model that detects traffic
events from static SCATS sensors.

The rest of the paper is structured as follows. In Section
2 we discuss the recently proposed research works in urban
and traffic data management, Active Learning and crowd-
sourcing systems. Then, on Section 3, we define (i) the
framework’s parameters and (ii) the problem that we solve.
In Section 4 we describe our proposed framework that sat-
isfies to the set of constraints that were discussed above.
Finally, the evaluation of the proposed techniques as well as
comparison with alternative techniques is presented in Sec-
tion 5. The experimental results obtained from a real use
case and a summary of the lessons learned from this work
are discussed in Section 5.

2. RELATED WORK
Recently many research works focus in the analysis of ur-

ban data aiming to automatically detect events of interest.
A traffic management system was proposed in [4] where com-
plex events were detected monitoring heterogeneous data
streams. This technique uses crowdsourcing in order to re-
solve possible uncertainties. The authors in [30] proposed
an algorithm that extracts the mode of users transportation
monitoring their raw gps trajectories. Also in [15] a novel
technique that uses a hierarchical Markov model and differ-
ent levels of abstraction is able to efficiently infer the user’s
destination or the mode of transportation. The authors
in [26] proposed an interactive voting method for match-
ing a raw and sparsely sampled GPS trajectory to roads

on a digital map, using information from the road network
and information extracted from the trajectory. The authors
in [22] proposed a system that monitors SCATS data and a
Gauss-Markov model that predicts the evolution of sensor’s
measurements over time is created based on the historical
data. Then using Gaussian processes they estimate the cur-
rent and the future conditions to the junctions where SCATS
sensors are not installed. Similarly, the authors in [18] focus
on mining the traffic congestion on the road network examin-
ing co-occurring congestion locations. They proposed a tree
based algorithm that is able to model the traffic congestion
propagation, revealing this way the vulnerabilities of the net-
work. In [9] the authors proposed a method for identifying
events in large spatiotemporal datasets and then interac-
tively discovering other similar events using appropriately
event group indexes. Data Polygamy, a method that aims
to discover relationships between different spatio-temporal
data sets was proposed in [8], where the users are able to
query for statistically significant relationships between the
different datasets. Furthermore, the authors in [3] proposed
a method for event detection in multiple time series, de-
veloping a suite of visual analytics techniques that enables
(i) transformations of the original data and (ii) investiga-
tion of the events, combining interactive visualizations on
time-aware displays and maps with statistical event detec-
tion methods. In [10] the authors proposed a method that
predicts the travel time for a given origin and destination
pair, using methods from Queueing Theory and Machine
Learning, that were trained on bus journey logs. In addi-
tion an approach that aims to improve the social welfare in
a smart city with limited resources (i.e. the roads in a trans-
portation network are characterized by a limited capacity)
was presented in [16]. In this work the central agent sends
in real time appropriate signals to the agents, that aim to
travel across the city, reducing this way the social cost of
road’s congestion.

In [29] the authors proposed a transfer learning system in
order to detect the optimal retail store placement using data
from location-based social networks. In [13] the authors pro-
posed a model that identifies the traffic condition monitoring
small and sparsely sampled GPS data, creating a Bayesian
network that reflects the road network. In [5], [20], [34]
and [27] complex event and stream processing techniques
have been proposed in order to monitor the traffic condi-
tions in smart cities. Finally, in our work in [33] a novel
framework was proposes that is able to detect faulty SCATS
sensor measurements using multivariate ARIMA model and
taking into consideration how much a sensor deviates from
its usual behavior, taking into account the SCATS sensors
in its neighborhood.

Active learning is an area of Machine Learning and the
key idea is that the learner is able to choose particular in-
stances that will improve its performance. The three main
scenarios of Active Learning are: (i) the membership query
synthesis, in which the learner may generate any instance
belonging in the input space and request its label([2]), (ii)
selective sampling, in which the learner samples a data point
and must decide whether to query or not that data point([32,
14]), (iii) pool based, in which the learner queries a particular
data point that belongs to the dataset([11, 25]). In monitor-
ing urban data streams with the set of restrictions described
in the previous section the most appropriate scenario is that
of selective sampling.



In [24] the authors proposed an Active Learning frame-
work for on-road vehicle recognition and tracking. Initially
a recognition model is trained and then the selective sam-
pling approach is performed querying the most informative
samples. In a similar manner, the authors in [31] propose
a selective sampling Active Learning framework suitable for
high volume streams that utilizes an ensemble of learners.
Instead of minimizing the ensemble accuracy they propose
to minimize the ensemble variance stating the this performs
better in cases of concept drift. A highly relevant system to
[31] focusing on road networks is SmartRoad described in
[12]. The system receives a stream of data and feeds them
to a Random Forest classifier. The system similarly to ours
decides about labeling an instance according to a maximum
budget and the instance informativeness. As before the in-
formativeness is proportional to the disagreement of the un-
derlying decision trees of the random forest. The authors
on [14] state the importance of covering the whole space of
a large data stream and propose the use of clustering before
querying. Their assumption that each cluster represents a
different subspace of the stream that needs to be explored.
They initially select the cluster that needs labeling and from
this cluster they select the most informative instance. Fi-
nally, in [21] the authors used Gaussian Processes to deal
with possible disagreements among different annotators.

Crowdsourcing could be very helpful from both the in-
dividual and societal viewpoint, as it enables the citizens
in a participatory way of contributing to the society [28].
A heat transfer model that estimates the daily mean tem-
peratures from smartphone battery temperatures, exploiting
crowdsourcing is presented in [19]. The project that was de-
veloped from U.S. Department of Homeland Security (DHS)
aims to detect environmental threads exploiting the power
of crowd [17]. They equipped mobile phones with chemical-
agent detectors and then through security networks the re-
trieved data were transmitted in order to automatically de-
tect and mitigate threats to urban populations. In our previ-
ous work we implemented a mobile application, called Crow-
dAlert [1], that enables human users to annotate real-world
events and we have developed task assignment approaches
for crowdsourcing environments that consider user reliabil-
ity and real-time constraints [6, 7]. This work exploits the
feedback, received either from traffic operators or from the
citizens, in order to develop an event detection framework
that is based on active learning.

3. PROBLEM DEFINITION
We formulate our problem in an Active Learning setting

while taking into account the specific constraints that come
from the nature of our data. We note that in our prob-
lem, a query on a specific data point has to be answered by
a human, potentially using a crowdsourcing mechanism in
real-time since it is an assessment of the traffic situation at a
specific point and time. This creates additional constraints
on the total number of queries that can be asked, as well as
the rate at which queries can be asked.

The set of parameters that were considered in this work
are presented in Table 1. More formally our problem can be
formulated in detail as follows:
Given:

• a set L of NL labelled data points, where for each data
point x ∈ RD the corresponding label y is provided

Parameter Description
L The set of labelled data
U The set of unlabelled data
S The infinite stream of data that arrives
T The time period, in which the model

should have been created
B The number of available questions that is

allowed to ask the annotators in order to
provide labels

tslot The time slot that is required from the an-
notator to provide a label for a particular
data point

Table 1: Parameters definitions

(y ∈ R or y ∈ D in case of regression or classifica-
tion respectively)

• a set U of NU unlabelled data points, much larger than
the labelled set (NU >> NL), where again each data
point x ∈ RD

• an infinite data stream S of data points x ∈ RD

• a time period T in which the prediction model should
have been created

• a limited budget of B queries that the system is avail-
able to pose to the annotators

• the time tslot required from an annotator to perform
the annotation

Our goal is to create a framework that uses the given budget
B and build a robust supervised learning model in the given
period T .

4. OUR METHOD
In this section we describe in detail our proposed Active

Learning framework that aims to create an accurate super-
vised learning model minimizing the human effort and con-
sequently the wasted resources. Our techniques consider the
system’s constraints described in Section 3.

Initially our framework trains the supervised learning model
M using the labelled dataset L, estimating the model’s pa-
rameters θ. A wide range of supervised learning models are
supported from our framework including Naive Bayes, Sup-
port Vector Machine (SVM), Neural Networks and others.
In this work we focus, without loss of generality, on classifi-
cation models that support the probability estimation for a
new instance x∗ belonging to each class, P (class = Ci|x∗, θ).
Other classification or regression models could be easily sup-
ported from our framework using a different query strategy.

An informativeness function informativeness(x∗, θ) is de-
fined. This function estimates how much informative the
knowledge of the label of a particular data point would be
for the prediction model M. This function receives as in-
put a new data point x∗ and the model’s parameters θ and
estimates the informativeness of x∗. The most commonly
used technique for selecting the informativeness of new in-
stances is the Uncertainly Sampling technique, that favours
to select those instances that are closest to the boundaries of
the model M. Thus, we decided to use an informativeness
function that favors to query the data points for which the
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Figure 3: Description of the Active Learning framework
learning procedure: The labeled instances L are used in or-
der to learn the model parameters θ and then using the un-
labeled dataset the PDF of each data point in the unlabeled
dataset U is identified, finally the threshold τ of informa-
tiveness is calculated using the framework’s constraints T ,
B, tslot

model is least confident. These points are calculated from
Equations 1 and 2, which are presented below:

xLC = arg max
x

1− Pθ(ŷ|x) (1)

ŷ = arg max
y

Pθ(y|x) (2)

When a model aims to learn from a limited set of training
data L and a voluminous data stream S that arrive sequen-
tially and labels could be assigned only to new instances
and not to past events, only the selective sampling scenario
of Active Learning can be applied. The pool based scenario
can not be applied as learner don’t know in advance the la-
bels of the streaming data that are going to be received in
the future. The membership query synthesis scenario is not
suitable as it would be impossible for the learners to identify
the label of multidimensional instances that is not directly
human interpretable. In our scenarios the model should au-
tomatically decide whether to require the label for the newly
received data point. A naive solution in such a case would
be to randomly select a set of instances in the streaming
data and provide labels for those data points ignoring their
informativeness and then use these instances in order to im-
prove the classifiers performance. Another solution would
be to set a static threshold on the informativeness measure-
ment that remains the same across the learning period. In
this case if the threshold is high a small number of instances
will be requested in the time period. On the other hand
if the threshold is low then a large number of meaningless
queries will be posed to the users. Thus a model that is
able to dynamically adjust the informativeness threshold is
required.

Our proposed approach dynamically adjusts the thresh-
old exploiting the knowledge provided from the unlabelled
dataset U and the set of constraints T , B and tslot. More
specifically in order to set up the threshold we evaluate the
informativeness for every point x ∈ U every time that the
model M is updated, as it is illustrated in Figure 3. Then

Algorithm 1 Dynamic Active Learning

1: Input: L, U , S, T , B, tslot, classifier
2: Output: θ
3: θ ← classifier(XL, YL)
4: informativenessU ← calcInformativeness(XU , θ)
5: τ ← findThreshold(informativenessU , tslot, T ,B)
6: while currentT ime < T do
7: xS ← getNext(S)
8: infx ← calcInformativeness(xS , θ)
9: if infx > τ then

10: yS ← annotate(xS)
11: [XL, YL].insert([xS , yS ])
12: θ ← classifier(XL, YL)
13: informativenessU ← calcInf(XU , θ)
14: τ ← findThreshold(informativenessU , tslot, T ,B)
15: B ← B− 1
16: return θ

the calculated informativeness measurements are used in
order to create a histogram that illustrates the Probabil-
ity Density Function (PDF) of informativeness. In order
to appropriately set the threshold we take into account the
current budget B, the remaining time required in order to
build the model T and the time tslot needed to annotate
each data point. More specifically we calculate the percent-
age of points that should be asked calculating (i) the total
number of queries that could be posed to the user, calcu-
lated in Equation 3 and (ii) the percentage as the fraction
of the budget of the remaining queries and the total number
of queries, estimated in Equation 4. Finally the threshold
is calculated as the value of informativeness that splits the
histogram in a way that NU×(1−percentage) points are on
the left of the threshold while NU×percentage points are on
the right of the threshold. Therefore the threshold consid-
ers the knowledge of the historical unlabelled data and the
provided restrictions. Finally, it should be mentioned that
the parameters B and T are updated over time as queries
are posed to the users and the time passes, respectively.

total =
T
tslot

(3)

percentage =
B

total
(4)

The steps of the proposed framework are described in Al-
gorithm 1. In line 3 the model M with parameters θ is
calculated using the initial data points M. In lines 5, 6 we
calculate informativeness threshold using Equations 1 and 2
on the unlabelled dataset M. Finally the Active Learning
cyclic learning procedure is shown in lines 6 − 15. When
the informativeness of the streaming instances exceed the
dynamically identified threshold τ (line 9) then queries are
posed in the annotators (line 10). Then the labelled dataset
is updated with the new data point and its label (line 11).
Finally, in lines 12 − 14 the model’s parameters θ and the
informativeness threshold are updated.

5. EVALUATION
We performed an extensive experimental evaluation of our

proposed framework using a real world scenario with stream-
ing urban data from Dublin City. More specifically, we



evaluated our approach with a traffic anomaly event detec-
tion application applied on the SCATS data that are trans-
mitted sequentially from the SCATS sensors to the DCC.
The SCATS sensors are located at different junctions across
Dublin and sequentially report a variety of informative mea-
surements for the traffic condition of the road. Example
measurements include the traffic flow and the degree of sat-
uration of the different lanes in the junction. Setting static
thresholds on the measurements (e.g. a static threshold on
the degree of saturation) is not an effective approach for
detecting traffic events. Examples of such miss-informative
situations occur when a car is parked on top of a SCATS
sensor, or when particular lanes of the road are closed for
maintenance, then the default static thresholds will report
falsely traffic events when the road is empty or no traffic will
be reported falsely.

The main issue that we had to deal with, in order to per-
form our evaluation, was that the SCATS data data don’t
contain labels regarding the existence of traffic events. This
information is necessary to build models that are able to
monitor these data streams and automatically detect events.
In order to resolve this issue and evaluate our technique we
provided labels for the SCATS data using images captured
from a particular CCTV cameras that captured the SCATS
sensors. Dublin City Council (DCC) uploads periodically
the images of several CCTV cameras that are distributed
in different locations of Dublin city1. We annotated some
of these images provided from a particular CCTV camera
and use the annotations for labelling the sub-stream of the
SCATS data that corresponds to the junction covered by the
camera. In the rest of this section we describe the approach
that we followed in order to generate the different datasets L,
S and U , as well as as the performance of our approach com-
pared against a technique which selects random instances for
annotation with a various set of constraints.

5.1 Generating the Datasets
In this section we describe how we integrated the SCATS

data and the corresponding labels from the CCTV cameras,
in order to generate the datasets L, S and U that our frame-
work requires. Initially we selected appropriately a camera
that is able to capture suitably a SCATS sensor, deciding
to monitor the SCATS sensor 81 and the CCTV camera 31,
that their locations are presented in Figure 4. Several im-
ages captured from the camera are illustrated in Figure 5.
Figures 5a and 5b were annotated as Traffic events, while
Figures 5c and 5d were labeled as No Traffic events.

Initially we created a crawler that downloaded periodi-
cally the uploaded images from the different CCTV cam-
eras. Then in order to easily and efficiently provide labels
for the images of the CCTV camera 31 we created a web
interface, illustrated in Figure 6. The web interface receives
as input the id of the camera and a specified time period and
returns as output all the images that were downloaded for
that camera for this time period. Then the annotator pro-
vides labels for each image using his computer’s mouse (left
click → No Traffic, right click → Traffic). When the user
provides an input for a particular image a tuple is stored in a
MongoDB database that contains the id of the CCTV cam-
era, the image timestamp and the provided label (Traffic or
No Traffic). Finally the last step was to join the provided
labels with the SCATS data. In order to do this for every

1https://www.dublincity.ie/dublintraffic/

Figure 4: The locations of the camera and the SCATS sensor
that we decided to monitor

provided annotation for the CCTV camera 31 we identified
the SCATS measurements from sensor 81 with the closest
timestamp. Then the set of features x were the values of
degree of saturation and traffic flow of the different lanes of
the junction while the label y was provided from the anno-
tation. This procedure generated a dataset D with 2, 386
labeled SCATS data. The unlabelled dataset U consisted of
50, 000 data points with the same features as D but without
a label y. The two datasets D and U are chronologically
disjoint.

We performed our experiments measuring the accuracy
for a particular budget of available queries B and different
number of initial data points initDP , used in order to create
our initial model. In order to create the dataset L and the
stream of data points S we selected to use the first initDP
data points of the set D in order to create the labeled dataset
L. The data stream S is created using the rest |D| − initDP
points. Then in order to evaluate the performance of our
framework we performed 5-fold cross validation in the se-
quentially transmitted data stream S. This set contains the
labels for each data point and when the learner requested
a label y for a particular instance of S that can be easily
retrieved.

Finally, we selected to perform our binary event detection
classification using a SVM classifier, with a polynomial ker-
nel. The SVM implementation that we used provided the
class membership probabilities that are required in Equa-
tions 1 and 2, in order to calculate the informativeness.

5.2 Dynamic Vs Random Selection
In Figure 7 we illustrate the histogram of informativeness

for the unlabeled data. As it can be observed, informative-
ness takes values between 0 and 0.5. This is due to the fact
that we perform binary classification. The probability of be-
longing to each class is given from Equation 2. The most
informative points are those for which the classifier is least
confident.

We compared our technique with another approach, named
Random selection, which selects the instances that will be
annotated randomly, without taking into account their in-
formativeness. We measured the accuracy of our technique,
noted as Dynamic compared to the Random with the fol-
lowing values of initial labelled data points [10, 25, 50, 100,
200, 500] and for the following values of available queries’
budget [1, 3, 5, 10, 25, 50, 100, 150, 200, 500]. Our results
are presented in Figure 8.

From the different results illustrated in Figure 8 we can



(a) Label: Traffic (b) Label: Traffic (c) Label: No Traffic (d) Label: No Traffic

Figure 5: Screenshots from different hours of the day and different days from the camera with ID: 31, Figures (a) and (b)
represent traffic events at the intersection, while Figures (c) and (d) represent the normal (no traffic) behavior. Our model
aims to detect these labels monitoring the SCATS data.

Figure 6: The web interface that helps the human annota-
tors to easily select the appropriate time period for a partic-
ular camera ID in order to annotate the respective images
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Figure 7: The histogram of informativeness measurement
for the set of unlabeled data points

Inititial
Data Points

Accuracy

10 0.51
25 0.71
50 0.72
100 0.72
200 0.76
500 0.75

Table 2: The accuracy of the SVM classifier for different
number of initial data points and without querying the an-
notators (B = 0)

observe that our Dynamic selection of querying points out-
performs the Random selection in terms of accuracy. This
is explained by the fact that our method selects for labelling
the instances with the highest informativeness score, setting
appropriately the dynamic informativeness threshold. This
threshold is dynamically updated over time in order to en-
sure that queries are posed to the users during the whole
learning period T , without frivolously wasting the budget
B.

Also we observe in all the plots that the greater the bud-
get B the more accurate the classifier becomes, for both
approaches. Thus applying Active Learning on urban data
analysis scenarios is extremely helpful and creates robust
models even with small amounts of labeled data points. Fur-
thermore, we observe in Table 2 that the classifier with 10
initial data points in the labeled dataset L has much lower
accuracy compared to the rest of the experiments, when no
budget is available (B = 0). However, having more than 25
initial datapoints barely increases the accuracy.

Another observation is that the classifiers that are ini-
tialized with smaller labeled initial datasets L have greater
learning rate compared to the those that start with larger
labelled datasets. This could be explained by the fact that
the initial labelled data points are randomly selected and
a large proportion of these dataset may not be informative
for the model M. However, this observation suggests that
even if we start with small labeled dataset we can quickly
improve it and end to a robust and accurate classification
model.

In addition when the classifier starts with 10 labeled data
points and the given budget is set to 25 (35 annotated data
points in total), Figure 8a, our method’s performance is
equal to using 200 initial data points and zero budget (ac-



curacy around 0.75 as you can see in Table 2). Also the
performance achieved with those 35 annotated data points
outperforms that of models trained with larger number of
labeled instances (i.e., 50, 100 and 500 initial points and
zero budget). This suggests that we can build accurate clas-
sifiers with limited number of questions if we can carefully
select which instances to query. Also it should be clear that
we are able to build robust classification models that their
accuracy converges quickly to the performance of batch ap-
proaches that use much more training examples and without
the option to require labels for new data points.

6. CONCLUSION
In this work we proposed a novel Active Learning frame-

work that is able to efficiently select the most informative
instances from a set of sequentially received streaming data
in order to be annotated. As presented in the evaluation
of our technique our dynamical threshold outperformed the
random selection approach leading to more accurate predic-
tion models. This framework could be extremely beneficial
for the analysis of urban data where the set of posed con-
straints are similar with those considered in this work. Fi-
nally, in our experimental evaluation we focused on a real
world scenario, creating models that detect traffic events
from SCATS data streams at the city of Dublin. In our fu-
ture work we plan to examine the efficiency of our approach
when human users annotate traffic events in real-time using
our CrowdAlert application.
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(a) Accuracy of 10 Initial Data Points
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(b) Accuracy of 25 Initial Data Points
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(c) Accuracy of 50 Initial Data Points
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(d) Accuracy of 100 Initial Data Points
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(e) Accuracy of 200 Initial Data Points
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Figure 8: Accuracy for different number of initial data points and for different values of available budget B
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