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Abstract

This paper describes a method to integrate information systems (IS) design performance evaluation with the IS development process. The nature and cost of an information system is shaped by decisions about where to provide computer support, the hardware platform, and the database management system (DBMS) architecture -- decisions influenced largely by how quickly work must be done. A prototype system has been developed which produces simulation results automatically from data flow diagrams (DFDs) augmented with information regarding the performance of system components. The objective is to make the evaluation of IS design dynamics a common and integral part of the development process by producing simulation results directly from computer-aided software engineering (CASE) tool data dictionaries. The prototype reads DFDs from a custom DFD-drawing tool and formulates a corresponding simulation model. The prototype provides model-based expert advice in the use of the simulation model and in the interpretation of its output. The use of the prototype is illustrated through its application to a proposed research clinic information system.

Concerning the first assumption, we define IS dynamics on several levels.

- Physical level. At this level the developer is interested in assessing differences in performance of hardware or system/operating software alternatives. Typical tools used to assess the physical level dynamics are benchmarks and simulations of different hardware configurations. Typical problems addressed at this level include the choice of hardware and data communications platforms. For a further discussion, see [1].

- Data Dynamics level. At this level, the developer is interested in assessing changes in overall system performance with alternative data handlers. For instance, when the relational data base management systems first appeared there was concern that they did not have the required performance level. Developers, and hence users, had to forego the increased capabilities that the RDBMS offered for the sake of performance. However, most of these decisions were made without basis in fact or much analysis. For a more in depth discussion of database dynamics, see [1].

- Single-Design Evaluation level. The developer is interested in assessing whether or not a particular design is feasible. Simulation is used to assess whether the work flow can be handled by the number of work servers in the system [2, 3].

- Design-Alternative Selection level. The developer uses simulation of system alternatives to choose “best” design alternatives. This also includes assessing the focus of automation. With the growing importance and understanding of organizational re-engineering [4] it is important for the developer to have tools with which to evaluate different organizational structures and IS structures.

1: Introduction

The research described in this paper is predicated upon two assumptions.
1. Analysts should analyze system dynamics while developing Information Systems (IS), and
2. The only way this will happen is if the analysis of IS dynamics is made an integral part of the CASE environment.
For the physical level, it is common practice to use simulation, especially for data communications designs, and there are several tools available [5, 6]. The use of simulation to assess the performance of alternative database architectures is also an established practice [7]. For this research, however, we are concerned with the last two levels, the evaluation of logical IS designs.

Concerning the second assumption, we believe that there are three fundamental problems that must be overcome and that they can only be overcome if the analysis of IS dynamics is made an integral part of a CASE tool. These problems are:

- Developing the simulation models. Not only is it time consuming, but it takes skills that most IS developers lack. Also, developing programs in any language, including simulation languages, is error prone, making validation a difficult issue.
- Running the models. If developers use common simulation environments, they are faced with another tool to understand, and also they must understand the technical aspects of running simulations (See section 2 for more on this.)
- Interpreting the results. The developer must be well versed in the interpretation of statistical data in order to understand the results of stochastic simulation.

Stochastic discrete-event-based simulation of IS designs can be implemented using simulation 4GLs such as GPSS/H and SIMSCRIPT II.5, but most IS developers lack the time and expertise to write a simulation program every time a question arises about the dynamics of an IS design, or to modify the simulation for each design alternative. Simulation environments aid in the use of simulation, but still require IS professionals to express problems in notations outside of their accoustomed paradigm [8, 9].

Two efforts [10, 11] show that there is some interest in the integration of simulation with CASE, yet no system has delivered the kind of useful environment necessary. The efforts to add system dynamics evaluation capabilities to IS development environments have typically ignored the three fundamental problems that must be overcome in order to make the assessment of dynamics common-place.

This paper describes part of an ongoing research project with the goal of delivering the analysis of IS dynamics to the IS developer. The second goal is to test the assumptions stated in the opening paragraph and evaluate how well the technology improves the IS developers' product. Section 2 gives a quick overview of using simulation to make decisions and some of the difficulties encountered. Section 3 describes a prototype system developed to deliver simulation to IS developers. Section 4 then describes a case study using the tool, and finally section 5 offers some conclusions, insights and future research directions.

2: Using stochastic simulation to make decisions

Stochastic (i.e., pseudo-random-number-based) simulation has been widely used for system performance evaluation, but is often presented without attention to the statistical nature of simulation output [12]. The results of a single stochastic simulation run represent merely an observation from a population of possible simulation results. Stochastic simulation can never yield the outcome that a given parameter of the simulated system is exactly \( x \). One must be content with a confidence interval; that is, "We are \( p\% \) confident that the true value lies between \( x - \delta \) and \( x + \delta \)." One of the simplest methods of generating confidence intervals is the method of independent replications, where a simulation run is repeated a number of times to obtain a set of independent observations. For an unknown parameter \( \mu_x \) of the simulated system, \( P(\mu_x = \bar{X}(n) \pm t_{n-1,1-\alpha/2} s/n) = 1 - \alpha \), where \( \bar{X}(n) \) and \( s \) are the mean and standard deviation of the independent observations of \( \mu_x \), respectively, and \( n \) is the number of replications. The important simulation run parameters in the method of replications are the simulation duration, the warm-up period (the amount of time the simulation is run and observations are discarded on the suspicion that the system has not yet reached a steady-state), and, of course, the number of replications.

Expert systems have been developed to aid simulationists in the statistical issues of simulation [13]. Expert system support can include aid in determining simulation duration and number of replications, assessing the impact of initial conditions, constructing confidence intervals, comparing output from alternative designs, and estimating response/input variable relationships. Knowledge-based support can also be provided through online help embedded in a simulation environment. The help system for the simulation model development environment (SMDE) includes: (a) a general assistance manager, offering an introduction to the SMDE, tutorials on usage of the tools in the environment, and a glossary of terms; and (b) help routines local to specific tools [14].
3: A prototype IS design dynamics simulation environment

A prototype system has been developed to support the IS developer in the analysis of IS design dynamics with stochastic simulation. The prototype runs under the X Windows System on a Hewlett-Packard HP 9000 series 370 workstation. The environment presents the developer with three windows (see figure 1). In the upper-left the developer has a DFD-drawing utility. This allows the specification of system structure and dynamic attributes. In a true integrated CASE environment, DFD-drawing should be performed using a middle-level CASE tool, where the DFD-components are integrated with the IS-design’s data dictionary. In the lower-center portion of the screen is a simulation run parameter input window. This window allows the user to input the parameters to specify a method-of-replications simulation experiment. The prototype automatically interprets the DFD as a network of queues and conducts a simulation under the specified parameters. The user can receive help in formulating the simulation run parameters by clicking on the parameter for which assistance is desired. The upper-right window presents the results of the most recent simulation run. Standard performance statistics (utilization, throughput, waiting time, etc.) are reported for each DFD process and for DFD data stores that are central to the dynamics of the IS design. The developer can receive help in understanding the simulation output, confidence intervals, and other performance characteristics.

Figure 1. The prototype IS design dynamics simulator runs under X11 on an HP9000 series 370 workstation. The environment presents three windows: (a) a DFD-drawing utility with pop-up windows to specify attributes of DFD components, (b) a simulation parameter input window with parameter-specification help, and (c) a simulation results window which explains the output, generates confidence intervals, and provides heuristic warnings of processing bottlenecks.
generation, and heuristic recommendations regarding potential processing bottlenecks from the simulation results window.

We first describe our method of basing simulation models on DFDs, then describe the simulation usage support provided by the prototype.

3.1: Automatic simulation from Data Flow Diagrams

The prototype IS simulator produces simulation results directly from DFDs drawn using an augmented DFD-drawing utility. The mapping from DFDs to simulation is accomplished using the model that each DFD process represents a server/queue system; that is, each DFD process represents a line of "jobs" and someone/something that accomplishes those jobs, sending them on to whatever process, data store, or external entity is the output of the process. The conventional DFD notation shows the direction and contents of flows through the system, but lacks several items relevant to an IS design simulation. Ordinarily, DFDs do not indicate the rate at which jobs are processed, nor do they indicate the amount of time that servers are available to process jobs. The augmentation of DFDs with such dynamics attributes is straightforward. Figure 2 shows the pop-up editing window associated with a DFD process in the augmented DFD-drawing utility. The window in figure 2 allows the user to specify:

1. A designator and label for the process, as normally appears on a DFD.
2. A processing schedule (indicating that the process functions on Mondays through Fridays, from 8AM until 12:05PM, but does not shut down until no jobs are awaiting service).
3. A processing duration, variance, and distribution (5 minutes per job with a standard deviation of 2 minutes, following the normal distribution).
4. A processing completion rule (which could indicate that the process server should wait for a completed job to be received or completed at a subsequent process before continuing to the next job in the queue).
5. A textual description of the process.

When the developer selects the "Run Simulation" button on the simulation run parameter input window, the discrete event-based simulator of the prototype reads the internal representation of the augmented DFD. The simulator maps the DFD to a network of queues, where the DFD attributes define the service rates and distributions for the queuing systems. Note that it would constitute a minor modification to a middle-level CASE tool such as Index Technologies' Exeleraier to allow attachment of attributes to the DFD components, allowing the tool to serve as the front-end for a simulation environment such as this prototype.

3.2: Simulation usage support

The simulation usage support of the prototype is implemented as an on-line help system rather than in a more obtrusive format. The objective is not to impose a model on the developer's decision-making style, but only to offer assistance in the proper use and interpretation of simulation when the developer requests assistance (by clicking the mouse on the object of interest). Assistance takes the forms of: (a) definitions, (b) explanations and calculations, and (c) recommendations.

On the simulation run parameter input window the developer indicates the need for help by clicking on a parameter. The prototype will offer a definition of the indicated parameter and give the developer the option of asking for a recommendation. When the developer requests a recommendation, the prototype analyzes the current simulation results to ensure that they are in keeping with its model of proper simulation usage. (If no simulation run has yet been conducted, the prototype offers a heuristic default recommendation and advises that it will be able formulate a more precise recommendation.

Figure 2. Pop-up editing window for DFD process attributes.
once a simulation has been run.) The simulation usage model contains three major principles:

1. The difference between simulation duration and warm-up period should be adequate to allow a sufficiently high number of observations per simulation run to secure normality of the replication means (based on analysis of process throughput).

2. The warm-up period should not end until the running mean utilization of each process approaches a constant level with a given accuracy $\delta$.

3. Increase in the number of replications or the simulation duration should narrow the confidence intervals of output parameters, but lengthening of the simulation duration is the more efficient of the two methods.

The prototype uses the first two of these principles when making recommendations about simulation duration and warm-up period. Either the parameter is indicated to be adequate or a larger value is recommended for one or both of the parameters. The third principle is implemented in the prototype by responding to the developer's request for a recommendation on number of replications with an explanation of the relationship between confidence intervals and the simulation run parameters.

The simulation run results window offers output-interpretation help in three forms, depending on the area of the simulation output indicated by the developer:

1. Column headers provide a definition of the indicated output parameter.

2. Row headers provide a summary explanation of the all the output shown for the indicated process or data store. A heuristic recommendation is made if the process utilization is sufficiently close to 100% to indicate a possible bottleneck.

3. Cells in the table body provide a confidence interval of the mean of the indicated parameter.

4: Example use of the prototype

We will now illustrate the use of the prototype via application to an IS-component for a research clinic to support an inter-disciplinary health-care team for geriatrics.

![Data Flow Diagram](image)

*Figure 3. Data flow diagram of the data acquisition function of a research clinic IS to support an inter-disciplinary health-care team for geriatrics and gerontology.*
After each interview, the specialist enters the information at a terminal (process P7), waiting for the other specialists to finish at the terminal if necessary. Note that the designers want to implement this system using only one terminal (probably a microcomputer) to keep implementation costs low. The data entry requires 40 percent of the duration of the interview. The specialists remain at work each day until the waiting room is empty**.

Figure 4. Annotation for process P2 of the research clinic.

and gerontology*. One component of the proposed research clinic IS involves the collection of interdisciplinary data from geriatrics patients for the purpose of later analysis. Figure 3 shows the DFD of the data acquisition component of the research clinic. Patients arrive Monday through Friday, 8AM to 12PM at an average rate of one every 45 minutes. A receptionist receives the patients (process P1) and directs them to the waiting room (data store D1). The waiting patients visit each of five specialists once: a doctor (or nurse practitioner), a dentist, a social worker, a dietician, and a lawyer. Each of the specialists spends an average of 30 minutes (normally distributed with a standard deviation of 5 minutes) interviewing and/or examining the patient to acquire information (processes P2 through P6).

* The clinic project is being jointly funded by the Geriatric Gerontology Education and Research Program, University of Maryland at Baltimore, and the Loch Raven Baltimore Veterans Affairs Hospital.

** This is a considerable simplification of an actual research clinic, where, for example, first-time patients always visit the doctor and dentist before the other specialists and returning patients may visit any subset of the five specialists.
attributes are present, then job (i.e., patient) is done and exits the data store. Figure 5 shows the annotation for process P2, "Get Medical Info." The processing schedule indicates that one processing unit is available Monday through Friday, from 8AM to at least 12:30PM, and that unit does not become unavailable until no jobs are awaiting service in data store D1. The completion rule "Wait for output to be processed" directs the simulator to wait for a job to be processed at P7 (the output destination of P2), before continuing to process the next job (i.e., conducting the next patient interview).

Figure 6 shows the simulation output results for the clinic with a simulation duration of 10 weeks, warm-up period of 2 weeks (which is actually unnecessary since the system starts from empty each day), and 10 replications. This simulation requires about 45 seconds of real time. A cursory view of the utilization figures indicates that the system dynamics are not out of control. Note that because jobs at D1 wait simultaneously on processes P2 through P6 (waiting for an available specialist that has not yet been visited), the queueing statistics (queue length and waiting time) for these processes are zero. The system time at data store D1 indicates that patients complete the interviewing process in less than four hours on the average (estimated mean of 229.56 minutes), which is acceptable to the developer.

Viewing the performance of process P7, however, reveals a possible problem with the design dynamics.

![Table](image)

**Figure 6.** Simulation output for the research clinic.
Figure 7. Confidence Interval generation for mean waiting time at process P7 (enter-patient-info.) of the research clinic.

Clicking on the "Mean Waiting Time" cell of process P7 causes the prototype to pop-up the window shown in figure 7. We are 95% confident that specialists wait an average of 10,904 to 11,660 minutes in line to enter their interview data for each patient. When this is coupled with the time required for data entry itself, the service times of the specialists are around 53 minutes per patient (rather than the 30 minutes per patient required for the interview). Note that the simulation environment merely describes the scenario; it is up to the developer to assess the acceptability of the design dynamics and to formulate alternatives to unacceptable outcomes.

In fact, having specialists wait for a terminal an average of approximately 11.3 minutes is unacceptable. The developer investigates two candidate design modifications that may offer solutions to this problem:

1. Increase the number of terminals to two. This reduces the 95% confidence interval of the mean waiting time at P7 to between 0.658 and 0.746 minutes, resulting in service times for P2 through P6 lowering to around 42.5 minutes per patient.

2. Use only one terminal, but formulate the data entry task at P7 such that it requires only 20 percent (rather than 40 percent) as long as the patient interview. This design results in a mean waiting time at P7 with a 95% confidence interval between 1.592 and 1.732 minutes, and service times for P2 through P6 around 37.5 minutes per patient due to the reduction in both queuing and service time at P7.

The dynamics of each of these design modifications is easily investigated by modifying the annotation to process P7, and each modification results in a much more acceptable system dynamics scenario. The implementation of these modifications, however, is the more difficult matter. Can a system with two terminals be delivered within budgetary constraints? Can a human-computer interface be designed which allows the specialists to enter the results of a patient interview in only 20 percent of the duration of the interview itself? The simulation environment allows the developer to quickly quantify the value of these modifications to the system dynamics. At this point, it should be clear how this tool promotes the use of system dynamics simulation as an integral part of the IS development process; assessing designs, considering modifications, assessing the modifications.

5: Conclusions

Direct production of IS design dynamics simulations from DFDs allows the developer to gain the benefits of simulation without side-tracking to code a simulation in a 4GL or to re-encode the design structure into a specialized notation. This paper describes a prototype simulation environment to support the dynamic modeling of information systems designs from DFD-based system descriptions. The prototype produces simulations automatically from DFDs, provides a model for simulation usage, and aids in the interpretation of simulation results. The prototype uses a custom DFD-drawing utility; however, the most beneficial configuration would be one in which the DFD-drawing capability and data dictionary of an integrated CASE environment were used to supply the system structure for simulation, as this would allow immediate assessment of the dynamics of proposed designs directly from the IS design tool.

The simulation environment answers "what-if" questions about the IS design. The prototype must be provided with processing rates for each of the DFD processes; rates based on both machine and human factors. The developer may formulate measures of IS-component performance from benchmarking experiments, published reports, systematic observations of task performance, and/or past experience. Once the developer has specified the dynamics of system components, the prototype can be asked, "If the components perform like this, what is the overall state of the system dynamics?" This can be thought of as providing evidence for the confirmation (or denial) of the acceptability of the dynamics of the IS design. It can also be thought of as producing a powerful set of dynamics requirements for the IS-component designers; if each component performs at least as well as specified, then the dynamic performance of the IS should be at least as good as the simulation results indicated. In the difficult, often mind-boggling task of IS development, there is a reassuring feeling about anything as straightforward as "If I do this, then I'll get that."
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