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Human memory organization has been shown to be important in the processing of natural language. Evidence is provided in this investigation which suggests that human memory organization is also important in processing programming languages. Subjects were divided into experimental groups which studied programs with or without documentation, and with or without hierarchically indented statements. Subjects studied and recalled five Fortran programs. The pattern of recalled statements at logical segment boundaries was compared to the recalled pattern within segments. In addition, the recalled boundary patterns of the experimental groups were compared to each other. The results indicate that algorithmic logic segments form a cognitive organizational structure in human memory for computer programs. Statement indentation and internal program documentation did not apparently enhance the organizational process or the recall of programming statements.

Introduction

Miller [16] introduced into the psychological literature the term "chunking," which he used to describe the "process of organizing or grouping the input into familiar units or chunks" (p. 33). A good example of this process is the natural phenomenon of recoding letters into words, words into sentences, sentences into paragraphs, and so on. In programming, DO loops, input statements, and subroutines provide examples of natural groupings. The term chunking refers specifically to the recoding process of short term memory. The term organization has been used in the literature to denote the corresponding process in long term memory. Klatzky [14] notes that organization and chunking are "fundamentally the same process" (p.190). The distinction between them is the research setting (long or short term memory) used to examine this cognitive process.

The present study investigated experimentally the relationship between the fundamental process of memory organization and algorithmic logic segments of computer programs. Memory organization theory claims that logically related information units are recoded into distinctive groupings. Algorithmic segments of a computer program constitute well defined units which would seem to provide a basis for organization in memory. If subjects correctly recall statements in groups which correspond to algorithmic logic segments, it would suggest that they have cognitively organized program statements by logical segments.

Human Memory Organization and Information Processing

Miller [16] underlined the importance of human memory organization when he described it as "lifeblood of the thought processes" (p. 95). Insightful research into the human memory organization process has been provided by Neal Johnson [8-13]. Johnson’s evidence shows that subjects use the phrase structure segments of a sentence as chunks in memory tasks; i.e., more recall errors are found at phrase boundaries than within phrases. Ammon [1] and Suci [26] have also shown that sentence phrase boundaries tended to produce greater errors in recall. In addition, Fodor and Bever [6] have shown the significance of syntactic boundaries of linguistic segments at the deep structural level.

Memory organization effects are not restricted to the recall of single sentences. Crohers [4] and Frederiksen [7] have shown that memory organization is important in the cognitive processing of complete prose passages. Egan and Schwartz [5] have demonstrated that chunking is involved in the recall of schematic circuit diagrams. Chase and Simon [2] have reported that chunking is a major factor in the recall of chess pieces in complex positions. It is noteworthy that expert chess players organized the information into larger chunks and recalled more positions than novices. These and other results suggest that orga-
nized memory for logical and strategic information is a crucial component in the expert's skill. It seems likely that memory organization plays a role in complex cognitive tasks, such as computer programming.

**Human Memory Organization and Computer Programming**

Some suggestive evidence for the role of memory in programming was found by Love [15], who examined the relationship between individual differences in programming performance and short term memory processing ability. He observed that individuals with high scores on short term memory tests made fewer logical programming errors. Independent variables which several researchers have investigated are hierarchical indentation of programming statements, internal program documentation, and mnemonic variable names. Love [15], Shneiderman, and McKay [21], and Weissman [29,30] have reported that students preferred statement indentation, but they did not find significant effects on recall. It is not clear whether the nonsignificant results show that indentation is generally ineffective or whether the specific indentation used was somehow inappropriate for novice programmers. Shneiderman [19] and Shneiderman and Mayer [20] have also used internal documentation and mnemonic variable names as independent variables in measuring program recall. They found that subjects who were given initial program documentation were able to recall more program statements correctly than subjects given interspersed documentation. Other psychological research related to computer programming has dealt with specific constructs such as IF statements [23-25] or algorithmic problem solving [17], but human memory organization for computer programs has not been examined.

The purpose of the present study was threefold. First, it was desired to determine how human memory organization for a computer program is related to the algorithmic organization of the program itself. Second, the effects of the placement of documentation and indentation on memory organization and recall were examined. In particular, such effects were studied when placement was determined by the boundaries of algorithmic segments which were identified by subjects like those who attempted to recall the programs. If such psychologically appropriate placement enhanced memory organization, one might expect a consequent improvement in recall. Third, the relationship between the degree of memory organization and recall in conventional programs and those with indentation and documentation was investigated.

The recall patterns of statement transitions were used to determine the relationship between memory organization and algorithmic logic segments. In recalling a computer program, statement to statement transitions can occur in four mutually excluding ways. A correct statement can be followed by a correct statement (C/C); or it can be followed by an incorrect statement (C/I). Conversely, an incorrect statement can be followed by either a correct (I/C) or an incorrect statement (I/I). The statement transition pattern can be defined as the observed pattern of transitions in a subject's written recall of a program. A boundary transition can be defined as a transition in which one statement is the last statement in a particular logic segment and the succeeding statement is the first statement in the following segment. Memory organization by algorithmic logic segments would be suggested during recall by significantly higher frequencies of C/I or I/C transitions at segment boundaries than at nonsegment boundaries.

**Method**

**Subjects**

The subjects, who were in their first or second year of college, had completed their first programming course. They had no prior computer experience before the course. Ten subjects were randomly selected and randomly assigned to a panel which defined the algorithmic logic segments in each program. Twenty subjects were randomly assigned to two pilot studies of ten subjects each which determined the appropriate presentation and recall times. Sixty subjects were assigned to six experimental conditions of ten subjects each. The experimental conditions constituted a 2 × 3 crossing of two levels of the indentation factor (present or absent) with three levels of the documentation factor (none, initial, interspersed).

**Materials**

Five unstructured Fortran programs which were appropriate in complexity for novice programmers were selected. The length of each program was fifteen to thirty-three programming statements. The programs did not presuppose any specific mathematical or logical knowledge. Program One converted Roman numerals to their corresponding Arabic numbers. Program Two calculated change with a minimum number of denominations of currency and coins based upon the purchase price and cash. Given the position of a knight on a chess board, Program Three determined all the possible moves the piece can legally make. Program Four determined the median of a given array of numbers. Program Five calculated the sum of squares of an array of numbers. (See Fig. 1.)

**Procedure**

In order to empirically define logic segment boundaries in each program, each panel member was shown the unindented programs in individual sessions. The panel members were instructed to divide each program into logic segments. The most frequently chosen boundaries defined the algorithmic logic segments in each program. The

---

*Copies of the programs can be obtained by contacting Dr. A. F. Norcio.
This program computes the sum of the
squared deviations from the mean for a
given array of numbers. The program uses
the computational version of the sum of squares
formula.

```
DIMENSION X(100)
READ(5,10) N
FORMAT(1)
READ(9,20) (X(I),I=1,N)
FORMAT(F5.2)
SMX=X

00 30 J=1,N
SMX=SMX+X(I)**2
SM=SM+X(I)

SS=SM2-(SMX**2/N)
WRITE(6,50) SS
END
```

FIG. 1. Sample program with initial documentation and identification.

panel's definitions also determined the location of the in-
terspersed documentation and the indentation hierarchy.

A pilot study of twenty students was conducted to

determine appropriate times for the presentation and re-
call of the programs. In the pilot study, only the unindented undocumented programs were used. Ten pilot
subjects were given seven presentation minutes and seven
minutes for recall; the second ten pilot subjects were given
fifteen minutes for presentation and fifteen minutes for
recall. The pilot subjects were tested individually. From
the pilot study five minutes for presentation and five
minutes for recall were judged appropriate since no pilot
subject spent longer than five minutes in either task.

Each experimental subject was given five minutes to

examine the first program. Following this, each subject
was given five minutes for written recall of the program.
This process was repeated until each subject had exam-
ined and recalled all programs. The programs were pre-
sented to the experimental subjects in random order to
counterbalance possible carryover or order effects. Forty
subjects were run in two classes of thirty and ten students
each, and twenty students performed the experiment on
a scheduled individual basis.

A recalled statement was judged functionally correct if
and only if the recalled statement preserved the logic of
the program and was a correct Fortran statement. Syntac-
tic exactness to the original program statements was not
considered necessary for correctness. For example, a pro-
gram variable might have been referred to as ND and ap-
ppeared in a statement as ND = ND + 37. If the subject
recalled the statement as L = L + 37 and used L in every
statement where ND originally appeared, those state-
ments would be judged correct.

Results

Memory Organization and Algorithmic Logic
Segments

If memory organization were based on logic segments,
significantly more I/C or C/I transitions should occur at
segment boundaries than nonsegment boundaries. The
frequencies of C/I and I/C transitions at segment bound-
daries and at all nonboundaries were calculated. Seven
Kolmogorov-Smirnov (K-S) [22] tests were computed at
the 0.01 level to test whether the frequencies of C/I and
I/C transitions were significantly higher at boundaries
than at nonboundaries. One test was conducted for each
of the six experimental conditions and one test for all con-
ditions combined.

All seven K-S tests resulted in significant differences
between boundary and nonboundary statement transition
patterns. In all seven tests there was a considerable higher
combined percentage of C/I and I/C transitions at
boundaries than nonboundaries. These percentages are
presented in Table 1.

Memory Organization and Indentation

If indentation increases the correspondence between
memory organization and a program's logic segments, the
recalled boundary transition pattern of indented pro-
grams should contain more C/I and I/C transitions than
the boundary pattern of unindented programs. The three
unindent groups were combined into a single group.
Likewise, the three indented groups were combined into
a single group. A K-S test was conducted at the 0.01 level to
determine whether the boundary transition patterns of in-
dented programs contain significantly more I/C and C/I
transitions than similar patterns of unindented programs.
This test did not result in significant differences between
the groups with indented and unindented programs.

The percentages of C/I and I/C transitions at segment
boundaries for unindented and indented groups were 19
and 18%, respectively. The proportion of C/I and I/C
transitions at boundaries indicates the degree to which
memory organization corresponds to each program's logic
segments. However, indentation did not increase the simi-
larity between logical organization of the program and
memory organization. The results of these tests provide
evidence that indentation may not enhance memory
organization.

Memory Organization and Documentation

If one or two documentation levels increases the re-
lationship between memory organization and a program's
logic segments, significantly more I/C or C/I transitions

<table>
<thead>
<tr>
<th>TABLE 1. Combined percentages of C/I and I/C transitions.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Boundary Nonboundary</td>
</tr>
<tr>
<td>No Documentation</td>
</tr>
</tbody>
</table>
| Initial Documenta-
| tion              | 22%      | 15%        |
| Interspersed Docu-
| mentation         | 17%      | 18%        |
|                   |          | 4%         |            |
should be observed in the boundary patterns of the respective groups. Three pairwise comparisons among the transition patterns for the three pairwise comparisons among the transition patterns, K–S tests did not result in significant differences among the three groups at the 0.01 level.

The percentages of C/I and I/C boundary transitions for groups with no documentation, initial documentation, and interspersed documentation were 20, 19, and 18%, respectively. These results indicate that documentation did not increase the extent to which memory organization reflected the logical organization of the program.

**Indentation, Documentation, and Recall**

A 2 × 3 Multivariate Analysis of Variance (MANOVA) was computed with indentation (present or absent) and documentation (none, initial, or interspersed) as the independent variables and each subject’s percentages of correctly recalled lines in each of the five programs as the dependent variable. The analysis which is presented in Tables 2 and 3 indicated a significant multivariate documentation effect and a significant univariate documentation effect on Program 1. No other effects were significant. In order to specifically identify differing means, a Tukey post hoc test compared Program 1’s means at the 0.01 significance level. This test indicated that the combined group with no documentation recalled significantly more correct lines than the combined groups with initial documentation and interspersed documentation.

Similar 2 × 3 MANOVA’S were computed for each program with the percentages of correctly recalled lines in each logic segment within a program as the dependent variables. This was done in order to examine in detail treatment effects at the beginning, middle, and end of programs. The results of these analyses paralleled the overall analysis.

**Memory Organization and Recall**

In order to examine the relationship between memory organization and recall, Pearson product moment correlations were computed between the number of correctly recalled lines and the number of I/C and C/I transitions at boundaries. The frequency of these transitions provided a measure of the degree to which memory organization resembled algorithmic organization of the program. The correlations which were computed for each group, for all programs, and for indentation and documentation levels are presented in Table 4. It can be noted in Table 4 that many of the correlations were not significantly different for 0. The correlation of −0.86 on Program 1 for Group 1 resulted from the fact that subjects in this group tended to recall most of the statements in Program 1. Consequently, in this instance, a high number of correctly recalled lines was associated with a low number of I/C and C/I transitions. However, sizable significant positive correlations were consistently observed for Programs 3 and 4. Since these programs were the most difficult, these analyses suggest that the relationship between memory organization and recall is more discernable as program complexity increases.

**TABLE 2. Mean number of correctly recalled lines in each program by group.**

<table>
<thead>
<tr>
<th>Group</th>
<th>PRG1</th>
<th>PRG2</th>
<th>PRG3</th>
<th>PRG4</th>
<th>PRG5</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNIND, NO DOC</td>
<td>14.7</td>
<td>9.7</td>
<td>5.5</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>UNIND, INIT DOC</td>
<td>5.0</td>
<td>6.1</td>
<td>2.7</td>
<td>5.5</td>
<td>8.9</td>
</tr>
<tr>
<td>UNIND, INTER DOC</td>
<td>4.7</td>
<td>5.6</td>
<td>2.5</td>
<td>2.5</td>
<td>2.9</td>
</tr>
<tr>
<td>IND, NO DOC</td>
<td>6.3</td>
<td>5.4</td>
<td>3.7</td>
<td>7.5</td>
<td>7.3</td>
</tr>
<tr>
<td>IND, INIT DOC</td>
<td>5.5</td>
<td>6.0</td>
<td>2.1</td>
<td>8.5</td>
<td>8.0</td>
</tr>
<tr>
<td>IND, INTER DOC</td>
<td>8.4</td>
<td>9.5</td>
<td>5.2</td>
<td>6.8</td>
<td>7.5</td>
</tr>
</tbody>
</table>

**TABLE 3. MANOVA and univariate F values.**

<table>
<thead>
<tr>
<th></th>
<th>Multivariate effects</th>
<th>Univariate Indentation Effects</th>
<th>Univariate Documentation Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Interaction</td>
<td>1.8</td>
<td>1.0</td>
<td>4.53 &lt; 0.015</td>
</tr>
<tr>
<td>Documentation</td>
<td>2.2 p &lt; 0.019</td>
<td>0.01</td>
<td>0.14</td>
</tr>
<tr>
<td>Indentation</td>
<td>0.900</td>
<td>0.001</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**TABLE 4. Correlation between the number of correctly recalled lines and the frequency of C/I and I/C transitions at boundaries.**

<table>
<thead>
<tr>
<th>Group</th>
<th>PRG1</th>
<th>PRG2</th>
<th>PRG3</th>
<th>PRG4</th>
<th>PRG5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−0.86</td>
<td>−0.04</td>
<td>0.71</td>
<td>0.65</td>
<td>−0.21</td>
</tr>
<tr>
<td>2</td>
<td>0.54</td>
<td>0.53</td>
<td>0.72</td>
<td>0.19</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>0.18</td>
<td>0.79</td>
<td>0.92</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.30</td>
<td>0.09</td>
<td>0.81</td>
<td>0.75</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>0.76</td>
<td>0.35</td>
<td>0.92</td>
<td>0.73</td>
<td>0.51</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>0.02</td>
<td>0.08</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.09</td>
<td>0.11</td>
<td>0.44</td>
<td>0.51</td>
<td>0.26</td>
</tr>
</tbody>
</table>

*Significantly different from 0 at the 0.05 level.
Discussion

In sentence memory and recall experiments, I/C and C/I transitions have generally been considered as evidence of chunking or organization in memory. The literature indicates that the frequency of these transition types in sentence recall experiments is significantly higher at phrase boundaries than nonboundaries. These findings suggest that natural language sentences are organized in memory according to the phrase structure of the grammar. The results of the present study indicate that algorithmic logic segments play a similar role in the memory organization of computer programs.

The data which are presented in Table I shows that the combined percentage of C/I and I/C transitions is three to seven times higher at algorithmic logic segment boundaries than nonboundaries, irrespective of experimental condition. When the statement transition patterns are analyzed for each experimental condition and for all subjects, the statement transition pattern at segment boundaries is always significantly different from the nonboundaries. C/I and I/C transitions are typically taken to indicate boundaries of an organized group of items in memory [13]. Consequently, the high percentage of C/I and I/C transitions at logic segment boundaries and the corresponding results of these tests provide evidence that algorithmic logic segments affect the organization of computer programs in human memory. Memory for computer programs, like memory for other meaningful materials as prose passages [4, 7] circuit diagrams [5], and chess positions [2], appear to be organized in a way which reflects the logical structure of the material.

There are other reasons why the statement transition patterns could have occurred according to these distributions. It could be suggested that there was a large amount of guessing during recall. However even if this were true, the fact remains that there were more I/C and C/I “guesses” at boundary transitions than at nonboundary transitions. This could be interpreted that the subjects were keying on logic segment boundaries. Within a particular segment, they were either able to recall all the segment's statements or else they made many incorrect guesses. The important point is that the guessing pattern suggests organization according to algorithmic logic segments.

The findings indicate that indentation and documentation did not increase the similarity between memory organization and the logical organization of programs. The present findings are consistent with Love [15], Shneiderman and McKay [21], and Weissman [29, 30]. These authors previously found nonsignificant differences in the number of correctly recalled lines between indented and unindented experimental conditions. The present study found no significant differences in segment boundary transition patterns between the respective groups which indicates that indentation may not aid memory organization of programs. If people typically organize informa-

tion in memory according to a logical scheme as Miller [16] contends, it seems likely that computer programs are cognitively organized by some logic hierarchy. Logical indentation or documentation of program statements may not increase the degree of organization that takes place normally. The results of this experiment suggest that this is the case.

Surprisingly, the results seem to imply that indentation and documentation do not enhance the recall of computer programs. One possible factor could be that indentation might interfere with the visual image of the program. This could be especially true in this study due to the relatively short length of the programs. In longer programs indentation might aid the visual image through spatial cues. An examination of data reveals that all the groups had about the same percentage of C/I and I/C transitions at segment boundaries. That is, the extent to which memory organization paralleled program organization was constant for all groups.

The previous discussions concerning the lack of indentation and documentation effects on memory organization are appropriate concerning their effects on recall. If neither factor benefits memory organization, it reasonably follows that they should not necessarily increase recall. Also, since all subjects had the same amount of time to complete the task, subjects without documentation could have spent more time memorizing details of the program. Love [15], Shneiderman and McKay [21], and Weissman [29, 30], also found that indentation did not significantly affect recall. The present study supports their findings and further suggests that the lack of an effect of indentation on recall may be related to the fact that indentation did not improve memory organization.

The fact remains that the present study found no difference between initial and interspersed documentation and previous studies did. There are at least three factors which may be responsible for this discrepancy. First, the program length could determine the value of any documentation. It may be that the longer the program is the more helpful the documentation becomes. Since programs in this study were all relatively short compared to those in other studies, the benefits of documentation could have been negated. Secondly, the experimental presentation time could have confounded the issue. Subjects who had documentation presumably spent time reading it while studying the programs. Subjects without documentation spent the entire time examining the programs. This means that subjects with documentation had more to do in the same amount of time. Thirdly, and perhaps most importantly, documentation by its very nature is subjective. What is effective, meaningful documentation to one person might be less helpful to another. Because of this, more precise control of individual differences, programmer expertise, and documentation style appear desirable in order to adequately test the effects of computer program documentation.

In exploring the relationship between memory organi-
zation and recall, it is noteworthy that the correlations between the number of correctly recalled lines and the frequency of C/I and I/C transitions associated with Program 3 and 4 tended to be high, positive, and significant across each experimental condition. These two programs were the most difficult. In other words, memory organization was related to recall in the more complex programs. This finding is entirely consistent with previous memory organization studies [3, 8, 15, 27, 28] and may provide an indication of the conditions where a strong relationship between organization and recall can be expected [18].

Debugging of programs with logical errors in an activity which demonstrates the practical importance of memory organization processes underlying programmer behavior. If the programmer is questioning the correctness of the Nth line of code, it is necessary that the preceding statements, which are logically related to it, be readily available in the programmer's memory.

Suggested Further Research

This study presents evidence which suggests that memory organization is indeed important in the cognitive processing of computer programs. The relationship between organization and program logic might vary with respect to the ability of the programmer; in other words, the more experienced programmers might form chunks which comprise larger logic segments than novice programmers. The complexity of the program might also interact with the cognitive organization processes.

It would also be valuable to understand the relationship between memory organization and the time required to debug programs with logic errors. Presumably, less time should be required to detect logical errors if the program's logic is well organized in memory.

Requests for reprints should be sent to Dr. A. F. Norcio, Applied Science Department, U.S. Naval Academy, Annapolis, MD 21402.
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