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Part I. Scientific Workflow
Systems and Kepler
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Scientific Workflow Systems

m Mission of scientific workflow systems

=%

ae-

Promote “scientific discovery” by providing tools and
methods to generate larger, automated "scientific
process”

Provide an extensible and customizable graphical
user interface for scientists from different scientific
domains

Support workflow design, execution, sharing, reuse
and provenance

Design efficient ways to connect to the existing data
and integrate heterogeneous data from multiple
resources
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Scientific Workflow

Capture how a scientist works with data and
analytical tools

data access, transformation, analysis, visualization
possible worldview: dataflow-oriented (cf. controlflow-oriented)

Scientific workflow (wf) benefits (v.s. script-based
approaches).

wf & component reuse, sharing, adaptation, archiving
wf design, documentation

built-in (model) concurrency

provenance support

distributed & parallel exec: Why a W/F SyStem’)

Grid & cluster support

wf fault-tolerance, reliability Higher-level "language” vs.
assembly-language nature
of scripts
-&gﬂ_)ler
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Kepler Scientific Workflow System

Kepler

http://www.kepler-project.org

... initiated August 2003
1st release: May 13th, 2008
More than 20 thousand downloads!

Ptolemy II: A laboratory for
investigating design

KEPLER: A problem-solving support
environment for Scientific Workflow
development, execution, maintenance

KEPLER = "Ptolemy IT + X" for
Scientific Workflows

Kepler
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Actors are the Processing Components

CONNECion
Felation
Link Link

Fart
Actor

Attributes

Actor-Oriented Design

Actor

— Encapsulation of parameterized actions
— Interface defined by ports and parameters

Port

— Communication between input and output data
—  Without call-return semantics

Relation

— Links from output Ports to input Ports
— Could be 1:1, m:n.

Actor Examples
— Web service Actor
— Matlab Actor
— File Read Actor
— Local Execution Actor
— Job Submission Actor

Adapted from the *.ppt slides by
Edward A. Lee, UC Berkeley

Eepler
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Atomic and Composite Actors

m atomic actors: perform a single specific
Independent task.

m composite actors: collections or sets of
atomic/composite actors bundled together
to perform more complex operations.

Rosetta Ma

.

Eepler
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Some actors In place for...

Currently more than 200 Kepler actors added!

» Generic Web Service Client

» Customizable RDBMS query and update

« Command Line wrapper tools (local, ssh, scp, ftp, etc.)
e Some Grid actors-ciobus Job Runner, GridFTP-based file access, Proxy Certificate Generator
 SRB support

* Native R and Matlab support

e Interaction with Nimrod and APST Grid Environments
* Imaging, Gridding, Vis Support

» Textual and Graphical Output

e Python, JNI

* ...more generic and domain-oriented actors...

Eepler
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Directors are the WF Engines that...

* Implement different computational models

 Define the semantics of
— execution of actors and workflows
— Interactions between actors

Ptolemy and Kepler are unique in combining different
execution models in heterogeneous models!
» Kepler is extending Ptolemy directors with specialized ones for distributed

workflows.
» Dataflow * Process Networks
» Time Triggered * Rendezvous
» Synchronous/reactive model | « Publish and Subscribe
* Discrete Event e Continuous Time
* Wireless * Finite State Machines

:‘]’gﬂ'ﬂﬂ
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Kepler Modeling with GUI

File  Edit

view workflow Tooks

Window  Help

ceadaPllil@®my oo e

Carponerts | Deta

Search
[ ari |

Search Reset

4 Search Resuts ~
= 4 Kepler Actor Ortology
(=4 Wiorkflowe Componant
1= 4 Actor
= 4 Conwversion Actor
Grid Rescaler
[= 4 Domain Specific Actor
= 4 Niche Modeling Actar
GrioReset
(= 4 GIS Function
[ add Grids
Grid Overlay
Merge Gris
= 4 Grid Function
[ authertication
[ ciobus Job
[ Glabus Proxy
) crigFre
() parameterized Giobus
[ Run Job Grid Cliert

v
< >
23 results found.
=
&=
e
- a

@ classificationType: Atype
PN Director @ip: geonD1 sdscedu
@ port: 8080
@ bodies Type: Plutonic
@area: VA

@ diagramsinfo: . ibiestdata/geanidiagrams bt

@ SamplesC

OpenDBConnecton

Connect to the VA
Ignecus rocks DB.

Classify all bodies

GoologicHodyandLosation TransifiwClosursDEQuery Classifodies

Retrisve all Plutonic
Bodies in Virginia.

Recursively get all
children and siblings

diagramsinfo

Information about the
classification diagrams:
SVG URL and coordinates exprassions.

Actor Search

Browser Display

« Actor ontology and semantic searc

I—

File Edit View ‘Workflow Tools Window Help
el mdhihe
Components| Data |
SDE Director
Search
| datos
Search Reset >
Datos Eeteum\ugioﬂs XY Plotter
>

Datos Meteorologicas
hycistoscia stegua

hydatoscia stegua subsp- ategua
hydstoscia callas

nerita undstostrista

speiropsis pedatospora

yyvwvy

A simple example of using EML data. First, a search is done in the Data
pane to locate an EML-described data set, which is dragged onto the
workflow canvas. The EML data source Is added to the workflow, and then it
contacts the EcoGrid server to download the data and configure the ports.
After being configured, it displays the ports from the EML data source,
which are then mapped into an XY scatterplot.

File Edt Specal Help

2

B resufts returned.

=10 XY Plotter
T . . T . T T
956 'I|=i 1
a.54 l]’ - 1
953 0 . 1
i B
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952 - . P
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-
earch .- . e
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exection finished.

n for actors

e Search -> Drag and drop -> Link via ports

Eepler
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Kepler Execution

m From GUI: click execution button

m From Kepler Web Service: for detached
execution
Synchronous: executByContent, executeByURI, ...

Asynchronous: startExeByContent, getStatus, get
Result, ...

m Batch Mode: useful for command line and job
submission

Kepler.sh [config] workflow.xml

Eepler
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Provenance of Workflow Related Data

m Provenance: A concept from art history and
library

Inputs, outputs, intermediate results, workflow
design, workflow run

m Collected information
Can be used in a number of ways
= Validation, reproducibility, fault tolerance, etc...

Can be recorded in a number of ways
m System.out, text file, databases, etc...

Viewable and searchable from outside of Kepler

Eepler
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Running Provenance Recorder

v

Circonspect Options: d, Circonspect_Trim_Size # .
®Discard Size : k PN Director
®Trim Size : 100 :} Circonspect_Min_Coverage * Provenance Recorder

®Min Coverage : 1
®Repetitions : 7
®Size : 700
®\eta Percent :

r
L# Circonspect_Repetitions #

®Seed : 644715020 ssiceSHELRY

®Assembly Program : \ y

@ Min Seq Identity : t

e Min Seq Overlay :
: : s

Oc‘ienera?e h‘.ﬂl}ﬁd S‘pac_t_ra 2 —_— [ d

Display
Edit parameters for Provenance Recorder ——
P 4i :
. Recaording Tvpe: |5QL-5F'F'|-‘-\.-'? v|
Record Token Yalues:
class: arg.kepler. provenance, ProvenanceRecarder
WorkFlow Mame: Circon Tesk-2
User Marme: kepler
L) kepler101 Circonspect Workflow
DE Host: 137,110,115,227: 1523 By Madhusudan and llkay
DE Mame: cidey from SDSC.
DE Type: R e In CAMERA Project
Funded by the Gordon and
Betty Moore Foundation.
[I Carmrik ] [ add J [ Remove J [Restn:nre DeFauIts] [ Preferences J [ Help ] [ Cancel ]
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Part Il: Kepler in UC Grid
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Master-Slave Distributed Execution

Framework

m Utilize distributed
resources to accelerate
workflow execution

m Smooth transition
between different
execution environments,
such as local, ad-hoc
network, cluster, grid and
cloud

Master

PN Domain
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Composite Actor
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Cluster Job Submission Actors

m Adaptable for different cluster schedulers,
such as SGE and PBS

m Adaptable for local execution and ssh
execution

Keple
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Example of Job Submission Actors

PM Diractor
@ Workflow version $Revision: 14087 $ on $Date: 2008-01-23 07:08:38 -0800 (Wed, 2008-01-23) §

SelectlobManager SubmitSim.Job WaitForSim Finish

S5SH session
target

; [ trigger, job finishedJob
Simulation machine? [user@]host: @ SimTarget: "elvis”
ssh identity file (for pwdless login) e |dentityFile: “usrhome/pnorbert sshfid_rsa” Job Submission Workflow.
job manager name: ® JobManager: "SGE™ By Norbert Podhorszki from
(e.g. PBS, Condor, LoadlLeveler, SGE or Fork) UC Davis
Remote directory where job seript will be copied e RemoteDir: "xgciutorial” In SDM Project
to and submitted from: Funded by the DOE SciDac
Job seript: @ JobScript: "workflows/SC06-Tutorialftutorialjob sge” Award No. DE-FC02-
07ER25811.
Log file (on local disk): ® LogFile: "JobSubmission.log”
Log format (text or xml) ® LogFormat: "tex”
Eepler
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Grid Actors

m Actors: Grid Authentication, Globus Job,
Grid Proxy, GridFTP, ...

m Support both Pre-WS and WS Globus
Resource Invocation

Ke

- :
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Collaboration of Kepler and UCGrid

m UCGrid provides abundant computing and
software resources for scientists

m Kepler provides a bridge for scientists to easily
utilize the above resources according to their
domain problems

m Scientists compose individual tasks by Kepler
workflows and run them in UCGrid

3 Kep
- .
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Usage Modes of Kepler in UCGrid

m Kepler Application in UCGrid: Users model workflows
from Kepler GUI, upload them to UCGrid portal, and
execute them through Kepler batch-mode command

m Kepler Globus Web Service in UCGrid: With UCGrid
authentication, We can integrate user applications with
UCGrid, their tasks be executed through deployed Kepler
WS

m Direct Execution from Kepler GUI: With UCGrid
authentication, users can model workflows that submit jobs
to UCGrid, and execute them from Kepler GUI

Eepler
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Part lll; Use Cases
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Theoretical Ecology Use Case

m [t is a spatial stochastic birth-death process that
simulates the dynamics of Mycoplasma gallisepticum in
House Finches (Carpodacus mexicanus)

m The simulation code is written in GNU C++, and involves
file reads, relatively complex mathematical operations

m The execution results were visualized using the R
statistical system

m |t needs to be run with a broad range of parameter
sweep, namely the computing code may be iterated for
over hundreds times with different parameter
configurations

Collaboration with Parviez R. Hosseini (Princeton Univ.), Derik Barseghian (UCSB)
In REAP (Realtime Environment for Analytical Processing) project (http://reap.ecoinformatics.org/)
Funded by NSF CEO:P Award No. DBI 0619060

Eepler
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Conceptual and

Parameter
Sweep

Kepler W

orkflow

Simhofi
Program

R
App.

DDF Director

Result
Display

Directory Maker

Parameter Preparation

PM Director

Computation Tasks

Conceptual Workflow T

@ House Finch Carrying Capacity (K): 50
e Disease Induced Mortality (alpha): 0.5
o Recovery Rate (gamma): 24
@ Proportional Reduction in Infection Rate (chi): 0.6

@ Density Dependent Transmission Coeff. (lambda): 18

e Frequency Dependent Transmission Coef. (phi): 30

@ (ksi): 0.5

e Movement Rate (omega): 26

e Movement

Distance (j): 3

e Grid Dimenstion (X): 3
@ Grid Dimenstion (Y): 3
e Endpoint, lasttime step (E). 4
@ Random Number Seed (S): 4

House Finch Death Rate (d)

b {0.1,02,0.3,0.4)

House Finch Birth Rate (b)

http://www.kepler-project.org  UCGrid Summit, Kepler Tutorial, £

e workingDir: getenv("SIMHOFI")+"/bak”

@ outputDir: $workingDirfoutput

Parameter Sweep
[s]

Provenance Recorder

Result Display

I
I
I
I
i
I
|
I
I
I
|
I
I P
I
I
I
I
I
I
I
L

Distributed Simhofi

G
Delete shdata gpvfile
outgst
l CmadLine Success Equals

£0 0
- o]

 Expression

L WworkingDir+//simhofi'+’ b="+b#+' d='+d+' K='"+K+' a="+a+'g...

L I Expression2
I | "x<-c{d="+d +"b="+b+"K="+K+"a="+a +"g=

Image URL

CmadLine Success2 )
4} SoutputDirishdata.csv i s RExpression
Bco’ean Switch R Output

- (=
8 ]
w
R Qutput i
2
Image.) =]
q S
<

sub-workflow to be
executed on multiple nodes.

Kepler Workflow
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onfiguration and Experiments

CompositeActor

Customize Name
Configure Ports
Configure Units
Cpen Actor
Documentation

Distribute This Actor
Listen to Actor
Suggest

Semantic Type Annotation. ..

Save in Library...
Export Archive (KAR)...
Upload to Repository
Preview
Convert to Class

Interaction for execution environment transition

Eepler

¢ Distributed Composite Actor Options

Choose the slaves you would ke this DistributedCompositedictor {DCA) to execute on, By default this DCA will attempt bo distribute its
execution to all slaves. IF you would ke to configure the available slaves, go to the Tools menu and select ‘Distributed Computing Options',

) Available Slaves
catbert.nceas.ucsb.edu
192.168.1.11

Ceres.nceas,ucsb.edu

) Used Slaves
kepler.sdsc.edu
o
128.54.58.60
p
€L
=
£
E
@
L
g
(&)
@
e
[}

= Configuration
uy
u  SDF locally
o PN locally
SDF Master-Slave
=2 | PN Master-Slave
=t

100

I
4000

&000

Spatio-temporal (X"Y*E)

Experiment data
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Computational Chemistry Use Case

m The whole goal is to (re)design existing enzymes to
catalyze a novel chemical reaction

m The workflow will provide an automated way of
generating enzyme designs from a model
allows scientists to focus on creating better models
rather than fussing with a number of different programs

m Each execution will generate over 4000 Protein Data
Bank files which could be processed concurrently

Collaboration with Scott Johnson, Seonah Kim, Prakashan Korambath, Kejian Jin (UCLA) and Shava
Smallen (SDSC).

Eepler
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Enzyme Desi%;n Workflow in Kepler

Delete CHECKPOINT File

—

Input File List

Match Output Writer
=
Constant Expression

{E—* MatchPath+/cmdling’ : ;
Directory Listing

Match Program Exedution

Write Match Cutput File outputTrigger
Design Output Writer

e

Design ExitCode Writer

n Program Executign

)

-

Y

|

esignPath: fulscratchfjianwul/rosetta/data/design
@ DesignOutputFile: DesignOutputFile t«
@ DesignExitCodeFile: DesignExitCodeFile txt
@ DesignlnputFileList: $DesignPath/files list

@ MatchPath: /Julscratchfjianwulrosetta/dabyimateh
@ MatchOutputFile: MatchOutputFile tst
@ MatchOutputFileList: MatchOutputFileList.ta

Rosetta Design

Rosetta Match
Eepler | I
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Main Work For Enzyme Design Workflow

m Three versions of Enzyme Design Workflow
Execute the Enzyme programs directly and locally — Done
Wrap the programs and submit as SGE jobs at Hoffman2 cluster — Done
Wrap the programs and submit as Globus jobs at UCGrid — On Going

m Accelerate Workflow with UCGrid

With Kepler Cluster Job Submission Actor and Hoffman2 cluster, the
execution time is reduced from 2000 mins (in theory) to 80 mins

Using Kepler with Grid resources will enable better parallel execution
among multiple Grid nodes and reduce the whole execution time largely

m Provenance Support

Each workflow execution will generate over 4000 pdb files and scientists
need the workflow to executed for many times with different input model

Provenance can help scientists to track the data efficiently in the future

Eepler
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1hanks!

&
Questions...

Jlanwu@sdsc.edu

https://kepler-project.org/users/downloads

https://kepler-project.org/users/documentation

Keple
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