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1 Introduction

A real n × n matrix M is said to be a Z-matrix if all its off-diagonal entries are non-
positive [12]. Such matrices appear in various fields including differential equations,
dynamical systems, optimization, economics, etc., see [3]. For our discussion, we
recall the following equivalent properties for a Z-matrix ([3], Chap. 6):

(1) M is a P-matrix, i.e., all the principal minors of M are positive.
(2) M is a Q-matrix, i.e., for any q ∈ Rn , the linear complementarity problem

LCP(M, q) has a solution; this means that there exists an x ∈ Rn such that

x ≥ 0, y = Mx + q ≥ 0, and 〈x, y〉 = 0.

(3) There exists a d > 0 such that Md > 0.
(4) M is invertible and M−1 is (entrywise) nonnegative.
(5) M is positive stable, that is, every eigenvalue of M has positive real part.
(6) M is diagonally stable, i.e., there exists a positive diagonal matrix D such that

M D + DMT is positive definite.

(This is a partial list. See [3] for 50 equivalent conditions, and [21] for more.)
In the above properties, x ≥ 0 means that x ∈ Rn+ (the nonnegative orthant) and

d > 0 means that d is in the interior of Rn+. We remark that the P-matrix property in
(1) can also be equivalently described by

x ∗ (Mx) ≤ 0 ⇒ x = 0

where x ∗ (Mx) denotes the componentwise product of vectors x and Mx [6]. Also,
when M is a P-matrix, the solution x in (2) is unique for all q ∈ Rn .

In recent times, various authors have studied complementarity problems over sym-
metric cones, especially over the positive semidefinite cone and the second-order cone.
In [15] and [14], the following result was established. Let Sn denote the space of all
real n × n symmetric matrices and Sn+ denote the cone of positive semidefinite matri-
ces in Sn . For a real n × n matrix A, let the Lyapunov and Stein transformations be
respectively given by

L A(X) = A ◦ X := AX + X AT and SA(X) = X − AX AT (X ∈ Sn).

Let L denote either L A or SA. Then the following are equivalent:

(a) L has the P-property on Sn , i.e.,

X and L(X) (operator) commute
X ◦ L(X) 	 0

}
⇒ X = 0.

(b) L has the Q-property with respect to the cone Sn+, i.e., for any Q ∈ Sn , there
exists an X ∈ Sn such that

X 
 0, Y = L(X) + Q 
 0, and 〈X, Y 〉 = 0.
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Z-transformations on proper and symmetric cones

(c) There exists a matrix D � 0 in Sn such that L(D) � 0.
(d) L is invertible and L−1(Sn+) ⊆ Sn+.
(e) L is positive stable, i.e., the real part of any eigenvalue of L is positive.

Here X 
 0 means that X ∈ Sn+ and D � 0 means that D lies in the interior
of Sn+. Motivated by the similarities between the above two results, one may ask if the
Lyapunov and Stein transformations have some sort of a Z-property on the semidef-
inite cone, or more generally, whether one could define and study Z-transformations
on, say, symmetric cones and proper cones. The main objective of this paper is to
undertake such a study and extend properties (1–6) to proper/symmetric cones.

Consider a real finite dimensional Hilbert space V and let K be a proper cone in V ,
that is, K is a closed convex cone in V with K ∩ (−K ) = {0} and K − K = V . Let
the dual of K be defined by

K ∗ := {x ∈ V : 〈x, y〉 ≥ 0 for all y ∈ K }.

Following [31], we say that a linear transformation T : V → V has the cross-positive
property with respect to K if

x ∈ K , y ∈ K ∗, and 〈x, y〉 = 0 ⇒ 〈T (x), y〉 ≥ 0;

Now we say that a linear transformation L : V → V has the Z-property with respect
to K if −L has the cross-positive property. Cross-positive transformations have been
studied in [2,3,8,9,19,31,35,37]. These works deal with equivalent formulations and
eigenvalue properties of cross-positive transformations. Other pertinent references
include [32,33], and [34].

In this paper, we show that Lyapunov and Stein transformations (and numerous oth-
ers) have the Z-property on the semidefinite cone, and that many of the properties of
Z-matrices generalize to proper cones. In particular, we focus on the complementarity
properties.

We mention here two other generalizations of the Z-matrix property. In [4],
Borwein and Dempster extend the Z-matrix property to vector lattices, primarily to
study order linear complementarity problems and describe least element solutions of
such problems. Given a vector lattice E and a linear transformation T : E → E , they
define the type (Z) property by the condition

x ∧ y = 0 ⇒ (T x) ∧ y ≤ 0

where x ∧ y denotes the vector minimum of x and y in E . In [7], Cryer and Dempster
define, on a real Hilbert space H which is also a vector lattice, by

x ∧ y = 0 ⇒ 〈T (x), y〉 ≤ 0.

In the case of a Hilbert lattice, see Sect. 5 in [4], this definition coincides with the
above definition of Z-transformation. As our cones, to the most part, are non-latticial,
we will not consider these generalizations in this paper.
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Here is an outline of the paper. In Sect. 2, we will cover the basic material dealing
with the complementarity properties, degree theory, and Euclidean Jordan algebras. In
Sect. 3, we introduce Z-transformations on proper cones, give examples, and extend
properties (2–5) of the Introduction; in particular, we show that for a Z-transformation,
the Q and S properties with respect to K (which are the cone analogs of conditions (2)
and (3) of the Introduction) are equivalent. Results in this section show that a linear
transformation L : V → V has the Z and Q properties with respect to K if and only
if the dynamical system

dx

dt
+ L(x) = 0

is globally asymptotically stable (which means that its trajectory, starting at any point
in V , converges to zero) and viable with respect to K (which means the trajectory,
starting at any point in K , stays in K ). Partly motived by the simultaneous stabil-
ity problem in dynamical systems, in Sect. 4 we deal with the question of when the
sum and product of Z-transformations have the Q-property. In Sect. 5, we consider
Euclidean Jordan algebras, and prove an analog of Item (6) of the Introduction replac-
ing the positive diagonal matrix by a quadratic representation. Section 6 deals with
the P-property on a Euclidean Jordan algebra which is defined by

x ◦ L(x) ≤ 0
x operator commutes with L(x)

}
⇒ x = 0,

and the question whether Q and P properties are equivalent for a Z-transformation;
in particular, we prove this equivalence on the Euclidean Jordan algebra Ln whose
corresponding symmetric cone is the Lorentz cone.

2 Preliminaries

Let (V, 〈·, ·〉) be a finite dimensional real Hilbert space. For any set C in V , we write C◦
for the interior of C ; when C is closed convex, we write �C (x) for the (orthogonal)
projection of x onto C .

Throughout this paper, we assume that K denotes a closed convex cone in V , i.e., K
is closed, K +K ⊆ K and λK ⊆ K for all λ ≥ 0. Given K , we define the dual cone by

K ∗ := {y ∈ V : 〈y, x〉 ≥ 0 for all x ∈ K }.

K is said to be proper if

K ∩ (−K ) = {0} and K − K = V,

or equivalently, interiors of K ∗ and K are nonempty ([3], p. 2).
Examples of proper cones include self-dual cones (those satisfying K ∗ = K ) and

(in particular) symmetric cones, see Sect. 2.3 below.
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We note that

0 �= x ∈ K ∗ and d ∈ K ◦ ⇒ 〈x, d〉 > 0.

A closed convex cone F contained in K is said to be a face of K if the following
is satisfied:

x ∈ K , y ∈ K , and λx + (1 − λ)y ∈ F
f or some λ ∈ (0, 1)

}
⇒ x ∈ F and y ∈ F.

Given a linear transformation L : V → V and a face F of K , the transformation
L F F : Span(F) → Span(F) defined by

L F F (x) = �Span(F)(L(x)) (x ∈ Span(F))

is called a principal subtransformation of L (induced by F). We say that L has the
positive principal minor property with respect to K if for every face F of K , the
determinant of L F F is positive. We remark that when V = Rn , K = Rn+, and L is an
n × n real matrix, the positive principal minor property coincides with the P-matrix
property.

We recall that for any two matrices A and B in Rn×n , tr(AB) = ∑
i, j ai j bi j =

tr(B A).

2.1 LCP Concepts

Recall that K is a closed convex cone in V . Given a linear transformation L : V → V
and q ∈ V , the cone linear complementarity problem, LCP(L , K , q), is to find an
x ∈ V such that

x ∈ K , y = L(x) + q ∈ K ∗, and 〈x, y〉 = 0.

This problem is a particular case of a variational inequality problem [10].
The following concepts are defined with respect to the cone K .

(i) We say that L has the Q-property with respect to K (and write L ∈ Q(K )) if
LCP(L , K , q) has a solution for all q ∈ V ,

(ii) L has the R0-property with respect to K if zero is the only solution of
LCP(L , K , 0), and

(iii) L is said to have the S-property with respect to K (and write L ∈ S(K )) if there
exists a d such that

d ∈ K ◦ and L(d) ∈ K ◦.

We note that when L is invertible, L has the Q-property with respect to K if and
only if L−1 has the Q-property with respect to K ∗. (This is because, x is a solution
of LCP(L−1, K ∗,−L−1(q)) if and only if y := L−1(x) − L−1(q) is a solution of
LCP(L , K , q).)
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2.2 Degree theory

Given L : V → V and q ∈ V , we define the mapping Fq : V → V by

Fq(x) := x − �K (x − L(x) − q).

It is well known that Fq(x) = 0 if and only if x solves LCP(L , K , q) [10].
We use degree theory concepts/results to prove existence of solutions of equations.

We refer to [24] and [10] for further details. The following are standard results in
complementarity theory, see Theorem 2.5.10 and its proof in [10].

Theorem 1 Suppose L has the R0-property with respect to K and let F0(x) := x −
�K (x − L(x)). Then for any bounded open set � containing zero in V , deg(F0,�, 0)

is defined. If this degree is nonzero, then L has the Q-property with respect to K .

Theorem 2 (Karamardian [22]) Suppose that (K ∗)o is nonempty and there is a vec-
tor e ∈ (K ∗)o such that zero is the only solution of the problems LCP(L , K , 0) and
LCP(L , K , e). Then L has the Q-property with respect to K .

We mention two consequences of Karamardian’s Theorem. First, if K is proper, L
is copositive on K (which means that 〈L(x), x〉 ≥ 0 for all x ∈ K ) and L has the
R0-property on K , then L has the Q-property on K . Second, if L is positive definite
on V (which means 〈L(x), x〉 > 0 for all x �= 0), then L has the Q-property with
respect to K .

2.3 Euclidean Jordan algebras

In this subsection, we recall some concepts, properties, and results from Euclidean
Jordan algebras. Most of these can be found in Faraut and Korányi [11] and Gowda,
Sznajder and Tao [18].

A Euclidean Jordan algebra is a triple (V, ◦, 〈·, ·〉) where (V, 〈·, ·〉) is a finite
dimensional inner product space over R and (x, y) �→ x ◦ y : V × V → V is a
bilinear mapping satisfying the following conditions:

(i) x ◦ y = y ◦ x for all x, y ∈ V ,
(ii) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ V where x2 := x ◦ x , and

(iii) 〈x ◦ y, z〉 = 〈y, x ◦ z〉 for all x, y, z ∈ V .

We also assume that there is an element e ∈ V (called the unit element) such that
x ◦ e = x for all x ∈ V .

In V , the set of squares

K := {x ◦ x : x ∈ V }

is a symmetric cone (see Faraut and Korányi [11], p. 46). This means that K is a
self-dual closed convex cone and for any two elements x, y ∈ K ◦, there exists an
invertible linear transformation � : V → V such that �(K ) = K and �(x) = y.
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An element c ∈ V is an idempotent if c2 = c; it is a primitive idempotent if it is
nonzero and cannot be written as a sum of two nonzero idempotents. We say that a
finite set {e1, e2, . . . , em} of primitive idempotents in V is a Jordan frame if

ei ◦ e j = 0 if i �= j, and
m∑
1

ei = e.

Note that 〈ei , e j 〉 = 〈ei ◦ e j , e〉 = 0 whenever i �= j .

Theorem 3 (The Spectral decomposition theorem) (Faraut and Korányi [11]) Let V
be a Euclidean Jordan algebra. Then there is a number r (called the rank of V ) such
that for every x ∈ V , there exists a Jordan frame {e1, . . . , er } and real numbers
λ1, . . . , λr with

x = λ1e1 + · · · + λr er . (1)

If x in (1) is invertible (which means that every λi is nonzero), we define

x−1 := λ−1
1 e1 + · · · + λ−1

r er

and when x ≥ 0 (or equivalently, every λi is nonnegative), we define

x
1
2 = λ

1
2
1 e1 + · · · + λ

1
2
r er .

Remark 1 Rn is a Euclidean Jordan algebra with inner product and Jordan product
defined respectively by

〈x, y〉 =
n∑

i=1

xi yi and x ◦ y = x ∗ y.

Here Rn+ is the corresponding symmetric cone.

Remark 2 Sn , the set of all n × n real symmetric matrices, is a Euclidean Jordan
algebra with the inner and Jordan product given by

〈X, Y 〉 := trace(XY ) and X ◦ Y := 1

2
(XY + Y X).

In this setting, the symmetric cone K is the set of all positive semidefinite matrices in
Sn denoted by Sn+.

Remark 3 Consider Rn (n > 1) where any element x is written as

x =
[

x0
x

]
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with x0 ∈ R and x ∈ Rn−1. The inner product in Rn is the usual inner product. The
Jordan product x ◦ y in Rn is defined by

x ◦ y =
[

x0
x

]
◦

[
y0
y

]
:=

[ 〈x, y〉
x0 y + y0x

]
.

We shall denote this Euclidean Jordan algebra (Rn, ◦, 〈·, ·〉) by Ln . In this algebra,
the cone of squares, denoted by Ln+, is called the Lorentz cone (or the second-order
cone). It is given by

Ln+ = {x : ||x || ≤ x0}.

We note the spectral decomposition of any x with x �= 0:

x = λ1e1 + λ2e2

where

λ1 := x0 + ||x ||, λ2 := x0 − ||x ||

and

e1 := 1

2

[
1
x

||x ||

]
, and e2 := 1

2

[
1

− x
||x ||

]
.

In a Euclidean Jordan algebra V , for a given x ∈ V , we define the corresponding
Lyapunov transformation Lx : V → V by

Lx (z) = x ◦ z.

We say that elements x and y operator commute if Lx L y = L y Lx . It is known that
x and y operator commute if and only if x and y have their spectral decompositions
with respect to a common Jordan frame (Faraut and Korányi [11], Lemma X.2.2).

We recall the following from Gowda, Sznajder and Tao [18] (with the notation
x ≥ 0 when x ∈ K ):

Proposition 1 For x, y ∈ V , the following conditions are equivalent:

1. x ≥ 0, y ≥ 0, and 〈x, y〉 = 0.
2. x ≥ 0, y ≥ 0, and x ◦ y = 0.

In each case, elements x and y operator commute.

The Peirce decomposition Fix a Jordan frame {e1, e2, . . . , er } in a Euclidean Jordan
algebra V . For i, j ∈ {1, 2, . . . , r}, define the eigenspaces

Vii := {x ∈ V : x ◦ ei = x} = R ei
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and when i �= j ,

Vi j :=
{

x ∈ V : x ◦ ei = 1

2
x = x ◦ e j

}
.

Then we have the following

Theorem 4 (Theorem IV.2.1, Faraut and Korányi [11]) The space V is the orthogonal
direct sum of spaces Vi j (i ≤ j). Furthermore,

Vi j ◦ Vi j ⊂ Vii + Vj j

Vi j ◦ Vjk ⊂ Vik if i �= k
Vi j ◦ Vkl = {0} if {i, j} ∩ {k, l} = ∅.

Thus, given any Jordan frame {e1, e2, . . . , er }, we have the Peirce decomposition of
x ∈ V :

x =
r∑

i=1

xi ei +
∑
i< j

xi j

where xi ∈ R and xi j ∈ Vi j .
A Euclidean Jordan algebra is said to be simple if it is not a direct sum of two

Euclidean Jordan algebras. The classification theorem (Chap. V, Faraut and Korányi
[11]) says that every simple Euclidean Jordan algebra is isomorphic to one of the
following:

(1) The algebra Sn of n × n real symmetric matrices.
(2) The algebra Ln .
(3) The algebra Hn of all n ×n complex Hermitian matrices with trace inner product

and X ◦ Y = 1
2 (XY + Y X).

(4) The algebra Qn of all n ×n quaternion Hermitian matrices with (real) trace inner
product and X ◦ Y = 1

2 (XY + Y X).

(5) The algebra O3 of all 3 × 3 octonion Hermitian matrices with (real) trace inner
product and X ◦ Y = 1

2 (XY + Y X).

The following result characterizes all Euclidean Jordan algebras.

Theorem 5 (Faraut and Korányi [11], Proposition III.4.4, III.4.5, Theorem V.3.7) Any
Euclidean Jordan algebra is, in a unique way, a direct sum of simple Euclidean Jordan
algebras. Moreover, the symmetric cone in a given Euclidean Jordan algebra is, in
a unique way, a direct sum of symmetric cones in the constituent simple Euclidean
Jordan algebras.

Suppose V is a Euclidean Jordan algebra with rank r . Given any matrix A ∈ Rr×r

and a Jordan frame {e1, e2, . . . , er } in V , we define a transformation RA : V → V as
follows. For any x ∈ V , write the Peirce decomposition

x =
r∑
1

xi ei +
∑
i< j

xi j .
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Then

RA(x) :=
r∑
1

yi ei +
∑
i< j

xi j ,

where

[y1, y2, . . . , yr ]T = A
(
[x1, x2, . . . , xr ]T

)
.

Intuitively, we can think of RA as the map that (linearly) transforms the element x by
changing its ‘diagonal’. It turns out that properties of A and RA are closely related,
see Example 5 below.

3 Definition of Z-property, examples, and general results

Definition 1 Let K be a proper cone in V . Given a linear transformation L : V → V ,
we say that L has the Z-property with respect to K (and write L ∈ Z(K )) if

x ∈ K , y ∈ K ∗, and 〈x, y〉 = 0 ⇒ 〈L(x), y〉 ≤ 0.

When the context is clear, we simply write Z in place of Z(K ).
We immediately note that Z(K ) is closed under finite nonnegative linear combina-

tions; also, if L ∈ Z(K ), then LT ∈ Z(K ∗).

Example 1 When V = Rn and K = Rn+, it is easily verified that an n × n real matrix
has the Z-property with respect to Rn+ if and only if it is a Z-matrix (that is, all its
off-diagonal entries are nonpositive).

Example 2 Let V = Sn , K = Sn+, and write X 
 0 when X ∈ Sn+. For A ∈ Rn×n ,
recall that the Lyapunov transformation L A is given by

L A(X) = AX + X AT .

We claim that L A has the Z-property with respect to Sn+. Suppose X 
 0, Y 
 0, and
〈X, Y 〉 = 0. Then, XY = 0 = Y X [15] and hence

〈L A(X), Y 〉 = 〈AX + X AT , Y 〉 = tr(AXY )

+tr(X AT Y ) = 0 + tr(Y X AT ) = 0.

Example 3 Let K be any proper cone in a general V . If S : V → V is linear and
S(K ) ⊆ K , then it is trivial to see that −S ∈ Z(K ). Moreover,

t ∈ R, S(K ) ⊆ K ⇒ L = t I − S ∈ Z(K ).
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In particular, if V = Sn , K = Sn+, and A ∈ Rn×n , the Stein transformation SA,
defined by

SA(X) = X − AX AT

has the Z-property on Sn+. In [26], Mesbahi and Papavassilopoulos study transforma-
tions of the form

L(X) = X −
k∑
1

Bi X BT
i .

Calling such a transformation a type-Z-transformation, they study the rank mini-
mization problem with applications to control theory. We note that this transformation
is a particular case of

L(X) = AX + X AT −
k∑
1

Bi X BT
i

which is in Z(Sn+).

Example 4 Let V = Ln and J := diag(1,−1,−1, . . . ,−1) ∈ Rn×n . We claim that
A ∈ Z(Ln+) if and only if there exists γ ∈ R such that γ J − (J A + AT J ) is positive
semidefinite on Ln.

Since the ‘if’ part is easily verified, we prove the ‘only if’ part. Assume A ∈ Z(Ln+)

and let 〈x, J x〉 = 0. Then u := ±x is on the boundary of Ln+, v := Ju ∈ Ln+ and
〈u, v〉 = 0. By the Z-property of A, we must have 〈Au, v〉 ≤ 0. Expressing this last
inequality in terms of x , we get the implication

〈x, J x〉 = 0 ⇒ 〈−(J A + AT J )x, x〉 ≥ 0.

By a result of Finsler [13] (see also [39]), there exists a γ ∈ R such that γ J −
(J A + AT J ) is positive semidefinite on Ln . This proves the claim.

We note that the above claim (expressed in terms of exponential nonnegativity)
appears in [35] with a different proof.

Example 5 Let V be a Euclidean Jordan algebra with rank r and K be the correspond-
ing cone of squares. Let A = (ai j ) ∈ Rr×r . Consider RA defined with respect to a
Jordan frame {e1, . . . , er } (see the end of Sect. 2). Then we have the following:

(i) If RA has the Z-property with respect to K , then A is a Z matrix.
(ii) If A is a Z-matrix with aii ≤ 1 for all i , then RA has the Z-property with respect

to K .

Item (i) can be seen by noting, for any Jordan frame {e1, . . . , er }, ai j ||ei ||2 =
〈RA(e j ), ei 〉 ≤ 0 for i �= j . To see (ii), assume that A is a Z-matrix with aii ≤ 1
for all i . Let x, y ∈ K and 〈x, y〉 = 0. We write the Peirce decompositions x =
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∑r
1 xi ei + ∑

i< j xi j and y = ∑r
1 yi ei + ∑

i< j yi j . Then by the properties of spaces
Vi j , xi ≥ 0, yi ≥ 0 (for all i = 1, . . . , r ) and

〈 ∑
i< j

xi j ,
∑
i< j

yi j

〉
= −

r∑
1

xi yi ||ei ||2 ≤ 0.

Now RA(x) = ∑r
1 µi ei + ∑

i< j xi j , where

[µ1, µ2, . . . , µr ]T = A
(
[x1, x2, . . . , xr ]T

)
.

Then

〈RA(x), y〉 =
r∑
1

yiµi ||ei ||2 −
r∑
1

xi yi ||ei ||2 =
r∑
1

(aii − 1)xi yi ||ei ||2

+
∑
i �= j

ai j x j y j ||e j ||2 ≤ 0.

Thus RA has the Z-property with respect to K .
The following example shows that RA need not have the Z-property when aii > 1.

Let V = S2, K = S2+,

E1 =
[

1 0
0 0

]
, E2 =

[
0 0
0 1

]
, and A =

[
2 0
0 2

]
.

Define RA with respect to the Jordan frame {E1, E2}. Letting

X =
[

1
2 −

√
3

2√
3

2
1
2

] [
1 0
0 0

] [
1
2

√
3

2

−
√

3
2

1
2

]
=

[
1
4

√
3

4√
3

4
3
4

]

and

Y =
[

1
2 −

√
3

2√
3

2
1
2

] [
0 0
0 1

] [
1
2

√
3

2

−
√

3
2

1
2

]
=

[
3
4 −

√
3

4

−
√

3
4

1
4

]
,

we see that X 
 0, Y 
 0, and 〈X, Y 〉 = 0. However,

RA(X) =
[

1
2

√
3

4√
3

4
3
2

]

and 〈RA X, Y 〉 = 3
8 > 0. Hence RA does not have the Z-property with respect to S2+

even though A is a Z-matrix. ��
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As mentioned in the Introduction, a Z-transformation is the negative of a cross-
positive transformation. Hence we have the following equivalent properties on any
proper cone [9,31]:

(a) L has the Z-property with respect to K .
(b) e−t L(K ) ⊆ K for all t ≥ 0.
(c) For any x0 ∈ K , the trajectory of the dynamical system

dx

dt
+ L(x) = 0; x(0) = x0

stays in K .
(d) L = lim(αn I − Sn) where αn ∈ R and Sn is a linear transformation on V with

Sn(K ) ⊆ K for all n.

In the above list, Item (d) describes how one can generate Z-transformations. Trans-
formations of the form

α I − S with S(K ) ⊆ K

are especially important in matrix theory, see [2] and [3]. Any such transformation
will be called an M-transformation if (spectral radius) ρ(S) ≤ α, and a nonsingular
M-transformation if ρ(S) < α; for properties of such transformations, see Chap. 2,
Sect. 4 in [2].

Remark 4 When V = Rn with K = Rn+, every Z-matrix is of the form α I − S
where S is a nonnegative matrix. In the general case, this need not be true: The fol-
lowing example shows that Z-transformations need not be of the form α I − S with
S(K ) ⊆ K .

Example 6 Consider L A on S2 where

A =
[

1 0
1 1

]
.

We know that L A has the Z-property with respect to Sn+, see Example 2. Suppose that
there exists α ∈ R and S(S2+) ⊆ S2+, such that L A = α I − S. Then S = α I − L A.
For any X, Y ∈ S2+ with 〈X, Y 〉 > 0, we have

〈S(X), Y 〉 ≥ 0 ⇒ 〈αX, Y 〉 − 〈L A(X), Y 〉 ≥ 0 ⇒ α ≥ 〈L A(X), Y 〉
〈X, Y 〉 .

Now take

Xk =
[

1 1√
k

1√
k

1
k

]
and Yk =

[ 1
k2 0
0 1

k

]
.
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It is easy to see that

tr(XkYk) = 2

k2 → 0, tr(L A(Xk)Yk) = 4

k2 + 2

k
√

k
→ 0,

while

〈L A(Xk), Yk〉
〈Xk, Yk〉 = 2 + √

k → ∞

as k → ∞, which is clearly a contradiction.

Our next result extends properties (2–4) of the Introduction to proper cones. In the
classical (matrix) situation, equivalence of properties (2–4) is invariably proved via
property (1), see e.g., Theorem 3.11.10 in [6], Theorem 1.5.2 in [1], or Page 134, [3].
This cannot be done in the general case as the so-called positive principal minor
property fails to hold, see Remark 8.

Theorem 6 Let K be a proper cone in V and suppose L : V → V has the Z-property
with respect to K . Then the following conditions are equivalent:

(a) L has the Q-property with respect to K .
(b) L−1 exists and L−1(K ) ⊆ K (equivalently, L−1(K ◦) ⊆ K ◦).
(c) There exists d ∈ K ◦ such that L(d) ∈ K ◦.
(d) LT has the Q-property with respect to K ∗.
(e) (LT )−1 exists and (LT )−1(K ∗) ⊆ K ∗ (equivalently, (LT )−1((K ∗)o) ⊆ (K ∗)o).
(f) There exists u ∈ (K ∗)o such that LT (u) ∈ (K ∗)o.

Note: In view of a Theorem of Alternative ([3], p. 9), Item ( f ) is equivalent to:

−L(x) ∈ K , x ∈ K ⇒ x = 0.

Proof (a) ⇒ (b): Assume (a). Take any q ∈ K ◦, and consider a solution x of
LCP(L , K ,−q) so that

x ∈ K , y = L(x) − q ∈ K ∗, and 〈x, y〉 = 0.

Then, by the Z-property of L on K , we have

〈L(x), y〉 ≤ 0.

As L(x) = y +q, this leads to ||y||2 +〈y, q〉 ≤ 0. Since q ∈ K ◦ and y ∈ K ∗, we must
have 〈y, q〉 ≥ 0 and so y = 0. This implies that L(x) = q. So, for each q ∈ K ◦, we
have an x ∈ K such that L(x) = q. This implies that the range of L contains the open
set K ◦ and so L must be onto. As V is finite dimensional, (the linear transformation)
L must be one-to-one proving the existence of L−1. We also see that for each q ∈ K ◦,
L−1(q) = x ∈ K . From this we get L−1(K ◦) ⊆ K ◦ and L−1(K ) ⊆ K .
(b) ⇒ (c): Assuming (b), let q ∈ K ◦ so that L−1(q) = d ∈ K ◦. Then d ∈ K ◦ with
L(d) ∈ K ◦, proving (c).
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(c) ⇒ (d): Let d be as in (c). We show that for t = 0 or 1, the problem
LCP(LT , K ∗, td) has only one solution, namely, zero. Note that zero is a solution
of this problem; let v be any solution so that

v ∈ K ∗, w = LT (v) + td ∈ K , and 〈v,w〉 = 0.

Then, by the Z-property of L on K , we have

〈L(w), v〉 ≤ 0.

As 〈L(w), v〉 = 〈w, LT (v)〉, we get

0 ≥ 〈LT (v) + td, LT (v)〉 = ||LT (v)||2 + t〈L(d), v〉.

Since L(d) ∈ K ◦, v ∈ K ∗, and t ≥ 0, we must have LT (v) = 0 which further yields

〈L(d), v〉 = 〈LT (v), d〉 = 0.

As L(d) ∈ K ◦, v ∈ K ∗, this can happen only if v = 0. So zero is the only solution
of LCP(LT , K ∗, td) for t = 0 or 1. Since d is in the interior of (K ∗)∗ = K , by
Theorem 2, we get (d).
(d) ⇒ (e): Since LT has the Z-property with respect to K ∗, the proof of (d) ⇒ (e)
is similar to that of (a) ⇒ (b).
(e) ⇒ ( f ): This is similar to (b) ⇒ (c).
( f ) ⇒ (a): The proof is similar to that of (c) ⇒ (d): We work with LCP(L , K , tu)

and show that for t = 0, 1, this problem has a unique solution, namely, zero, and then
appeal to Theorem 2. ��
Remark 5 We note that (only) the nonemptyness of K ◦ was used in proving the impli-
cations (a) ⇒ (b) ⇒ (c) ⇒ (d) and (only) the nonemptyness of (K ∗)o was used in
the proofs of (d) ⇒ (e) ⇒ ( f ) ⇒ (a).

The above result shows that with respect to K ,

Z ∩ S = Z ∩ Q.

Analogous to the implication (a) ⇒ (c), we have the following for any L: If L ∈
Q(K ), then there exists a p ∈ K ◦ such that L(p) ∈ (K ∗)o. This can be seen by taking
an e ∈ (K ∗)o, looking at a solution x of LCP(L , K ,−e) (so that L(x) − e ∈ K ∗, that
is, L(x) ∈ (K ∗)o), and finally perturbing x .

Remark 6 The equivalence of (b) and (c) for transformations of the form L = R − S
where R and S satisfy the conditions S(K ) ⊆ K and R(K ◦) ⊇ K ◦ or R(K ◦)∩K ◦ = ∅,
has been studied by Schneider [30]. In fact, he proves the equivalence of the following:

(i) R is invertible, R−1(K ) ⊆ K , and ρ(R−1S) < 1.
(ii) L is invertible and L−1(K ◦) ⊆ K ◦.

(iii) There exists a vector d ∈ K ◦ such that L(d) ∈ K ◦.
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We note that such transformations need not imply the Q-property (cf. Example 2,
[14]) and so need not have the Z-property. In [14], Gowda and Parthasarathy show
that when R is a multiple of the Identity, the above conditions are further equivalent
to the Q-property of L . They also observe (cf. Example 2, [14]) that the Q-property
does not hold for a general L .

The following is an example for which both Theorem 6 and Schneider’s result hold:
On Sn with K = Sn+, consider a transformation of the form

L(X) = AX + X AT −
k∑
1

Bi X BT
i .

Then L , being a sum of Z-transformations, is a Z-transformation. If there is a D � 0
such that L(D) � 0, then equivalent conditions in Theorem 6 hold. Also, writing
L = R − S with R(X) = AX + X AT (which is a Z-transformation), we see that
R(D) � 0 and so R−1(K ◦) ⊆ K ◦ where K is the interior of Sn+; Schneider’s result
now applies.

The following result describes the eigenvalues of Z ∩ S-transformations.

Theorem 7 Let K be proper and suppose L ∈ Z(K ). Then the following are equiva-
lent:

(i) L is positive stable.
(ii) All real eigenvalues of L are positive.

(iii) L + ε I is nonsingular for all ε ≥ 0.

(iv) L has the Q-property with respect to K .

Proof The implications (i) ⇒ (ii) ⇒ (iii) are obvious. Now suppose (iii) holds. Define
the function F0 : V → V by

F0(x) := x − �K (x − L(x)).

We show that for some bounded open set � containing zero in V , deg(F0,�, 0) = 1.

Then Theorem 1 shows that L ∈ Q(K ). Now define the homotopy H(x, t) : V ×
[0, 1] → V by

H(x, t) := x − �K (x − (1 − t)L(x) − t x).

Then H(x, 0) = F0(x) and H(x, 1) = I x := x for all x ∈ V . We claim that as t varies
from 0 to 1, the zero sets of H are uniformly bounded. Assuming the contrary, we have
sequences xn and tn such that ||xn|| → ∞ and tn ∈ [0, 1] with H(xn, tn) = 0. Then
xn ∈ K , yn := (1 − tn)L(xn) + tn xn ∈ K ∗, and 〈xn, yn〉 = 0. Assuming xn||xn || → x

and tn → t ∈ [0, 1], we have

x ∈ K , y = (1 − t)L(x) + t x ∈ K ∗, and 〈x, y〉 = 0.
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As ||x || = 1, t �= 1. Then x is a solution of LCP(L + s I, K , 0) where s = t
1−t .

Observe that L + s I belongs to Z(K ) and so

||(L + s I )x ||2 =
〈
(L + s I )x,

(
1

1 − t

)
y

〉
≤ 0.

This gives (L + s I )x = 0 contradicting (i i i). This contradiction shows that the zero
sets of H are uniformly bounded. Let � be any bounded open set containing all the
zero sets. Then by the homotopy invariance of degree,

deg(F0,�, 0) = deg(I,�, 0) = 1.

Now by Theorem 1, L has the Q-property with respect to K .
Now suppose (iv) holds. As L belongs to Z(K ), with σ(L) denoting the spectrum

of L , Theorem 6 in [31] shows that

λ = min{Re(µ) : µ ∈ σ(L)}

is an eigenvalue of L with a corresponding eigenvector u in K . Since L is inver-
tible (see Theorem 6), λ �= 0. Then L(u) = λ u implies that L−1(u) = 1

λ
u. Since

L−1(K ) ⊆ K (see Theorem 6), we must have λ > 0. This proves that L is positive
stable. ��
Remark 7 The equivalence of items (b), (c), (e), (f) in Theorem 6 and (i) in Theorem 7
has also been noted by Stern [32] by different means. See also, Chap. 5 in [2] and [34].

In addition, Theorem 4.3 in [34] says that

Z(K ) ∩ S(K ) = {L : (L + ε I )−1(K ) ⊆ K ∀ ε ≥ 0}.

By the well known Lyapunov theory, the positive stability of a transformation L is
equivalent to the global asymptotic stability of

dx

dt
+ L(x) = 0

(that is, its trajectory, starting at any point in V , converges to zero). As remarked ear-
lier, the Z-property of L with respect to K is equivalent to the viability of the above
dynamical system in K (which means the trajectory, starting at any point in K , stays
in K ) or the so-called exponential nonnegativity of −L (Chap. 4, [2]).

Corollary 1 Let K be proper and suppose L ∈ Z(K ) ∩ S(K ). Then

(a) The determinant of L is positive;
(b) If L is self-adjoint, then L is positive definite.

Proof From the previous theorem, L is positive stable. As L is a real linear transfor-
mation, the complex eigenvalues of L occur in conjugate pairs. Thus the determinant
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of L , being the product of all its eigenvalues, is positive. If L is self-adjoint on V , then
it is so on the complexification of V . Thus all eigenvalues of L are real and positive.
Therefore L is positive definite on the complexification of V and hence on V . ��
Remark 8 Let V = Rn and K = Rn+. Let M be a Z-matrix such that for some d > 0,
we have Md > 0. It follows that for every nonempty α ⊆ {1, 2, . . . , n}, the principal
submatrix Mαα is a Z-matrix with Mααdα > 0. Then the above corollary implies that
the determinant of Mαα is positive. Thus we have the well-known result that every
principal minor of a Z ∩ S-matrix is positive, i.e., every Z ∩ S-matrix is a P-matrix.
This result cannot be extended to general cones, as the following example shows.

Example 7 Consider, on S2, L A with

A =
[−1 2

−2 2

]
.

We know that L A has the Z-property on S2+. As A is positive stable, L A has the
Q-property on S2+ [15]. Now consider the principal subtransformation of L A corres-
ponding to the face F consisting of all matrices of the form

[
x 0
0 0

]

where x is nonnegative. Then this principal subtransformation is given, on Span(F),
by

[
x 0
0 0

]
�→

[−2x 0
0 0

]
.

Clearly, the determinant of this subtransformation is negative and so the positive
principal minor property (see Sect. 2) does not hold for the Z ∩ S-transformation L A.

4 Simultaneous stability, sum and product Results

Given a set A of matrices, the simultaneous stability problem is: Find a (symmetric)
positive definite matrix X such that AX + X AT is positive definite for all A ∈ A. As
is well known, this stability problem is related to the asymptotic stability of the linear
time-varying system

dx

dt
= −A(t)x

where x(t) ∈ Rn and A(t) ∈ A for all t (Sect. 5.1, [5] or [25]).
In connection with this problem, Narendra and Balakrishnan [27] prove the

following
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Theorem 8 Let {A1, . . . , Ak} consist of (pairwise) commuting positive stable matri-
ces. Then there exists X � 0 such that L Ai (X) := Ai X + X Ai

T � 0 for all
i = 1, . . . , k.

We now extend this result to Z-transformations as follows:

Theorem 9 Suppose K is proper and Li ∈ Z(K ) ∩ S(K ) for i = 1, 2, . . . , k. If
Li s commute pairwise, then there exists a d ∈ K ◦ such that Li (d) ∈ K ◦ for all
i = 1, 2 . . . , k; Moreover,

∑k
1 Li ∈ Q(K ).

Proof Suppose that Li s commute pairwise. Since L−1
i (K ◦) ⊆ K ◦ for all i ,

�k
1L−1

i (K ◦) ⊆ K ◦. Take u ∈ K ◦ so that d := �k
1L−1

i (u) ∈ K ◦. Then using the
commutativity of Li s, for any j , L j (d) = �i �= j L−1

i (u) ∈ K ◦. The second conclusion
follows from Theorem 6. ��
Corollary 2 Let L , LT ∈ Z(K ). If there is a d ∈ K ◦ with L(d) ∈ K ◦ and LT (d) ∈
K ◦, then L is positive definite. In particular, this conclusion holds if L is normal (that
is, L LT = LT L).

Proof Since L and LT are in Z(K ), L + LT ∈ Z(K ). Since (L + LT )(d) ∈ K ◦ by
our assumption, L + LT is positive definite by Corollary 1. For the second part, we
apply the previous theorem. ��
Remark 9 When K is self-dual and L ∈ Z(K ), we have LT ∈ Z(K ). So in this
setting, the above corollary says that normal Z ∩ S-transformations are positive defi-
nite. In particular, when the above corollary is specialized to L A and SA, we recover
previously proved results (Theorems 2, 3 in [17]).

The following result describes the Q-property of a finite product of transformations
each belonging to Z ∩ Q when K is proper and K ∗ ⊆ K . Such a result for Lyapunov
and Stein transformations on the semidefinite cone was proved in [16] using degree
theoretic ideas. For some recent results of this type on self-dual cones, see [36].

Theorem 10 Suppose that K is proper, K ∗ ⊆ K , and Li ∈ Z(K ) ∩ Q(K ) for
i = 1, . . . , n. Then �n

1 Li has Q-property with respect to K .

Proof Since Li ∈ Z(K )∩Q(K ), by Theorem 6, (LT
i )−1 exists and (LT

i )−1(K ∗) ⊆ K ∗
for all i . Letting L = �n

1 Li , we get (LT )−1(K ∗) ⊆ K ∗ ⊆ K . We now claim that

(a) L−1 is copositive on K ∗, and
(b) L−1 has the R0-property with respect to K ∗.

To see (a), let x ∈ K ∗. Then y := (LT )−1(x) ∈ K ∗ ⊆ K . Hence

〈L−1(x), x〉 = 〈x, (LT )−1(x)〉 = 〈x, y〉 ≥ 0.

To see (b), let x ∈ K ∗ with L−1(x) ∈ K and 〈L−1(x), x〉 = 0. Since Ln ∈ Z(K ),
we have 〈x, Ln L−1(x)〉 ≤ 0. But (Ln L−1)T (x) = (�n−1

1 (LT
i )−1)(x) ∈ K ∗ ⊆

K and hence 〈x, (Ln L−1)T (x)〉 ≥ 0. Thus, 〈x, Ln L−1(x)〉 = 0. Now Ln L−1 =
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(�n−1
1 Li )

−1. By repeating this argument n times, we get 〈x, x〉 = 0, that is, x = 0,
proving item (b).

As a consequence of Karamardian’s Theorem (see Sect. 2), L−1 has the Q-property
with respect to K ∗, or equivalently, L has the Q-property with respect to K . ��

Remark 10 We note that the above theorem is applicable to self-dual cones, and in
particular to symmetric cones.

5 Diagonal stability in symmetric cones

In the rest of the paper, we assume that V is a Euclidean Jordan algebra and K is
the corresponding symmetric cone. From now on, all the properties are defined with
respect to this (fixed) K . We use the standard notations

x ≥ 0 and x > 0

to mean x ∈ K and x ∈ K ◦ respectively. Also, y ≤ 0 means that −y ≥ 0.
With respect to K , the Z-property can be characterized as follows:
L has the Z-property if and only if for any Jordan frame {e1, e2, . . . , er } in V and

i �= j , it holds that 〈L(ei ), e j 〉 ≤ 0.
(If x ≥ 0, y ≥ 0, and 〈x, y〉 = 0, then there is a Jordan frame {e1, e2, . . . , er } such

that x = ∑
λi ei , y = ∑

µi ei with λi , µi ≥ 0 and λiµi = 0 for all i . This leads to
the justification of the “if” part. The “only if” part is obvious.)

Following [11], for any a ∈ V , we define the Lyapunov transformation La and
quadratic representation Pa by

La(x) := a ◦ x and Pa = 2(La)2 − La2 .

Because 〈La(x), y〉 = 〈a ◦ x, y〉 = 〈a, x ◦ y〉, we immediately notice (via Propo-
sition 1) that La has the Z-property with respect to K . Some useful properties are
[11]:

• Transformations La and Pa are self-adjoint on V .
• When a > 0, both La and Pa are positive definite on V .
• When a is invertible, Pa(K ) = K and (Pa)−1 = Pa−1 .

• PPa(x) = Pa Px Pa ; in particular, Pa2 = (Pa)2.

The following result shows that any element of K ◦ can be mapped to any element
of K ◦ by Lyapunov and quadratic representations. The result is known. The first part
is an application of Theorem 6 (see [28] for a different proof) and the second part is
crucially needed in our next Theorem.

Proposition 2 Suppose u, v > 0 in V . Then there exist w > 0 and a > 0 such that

Lw(u) = v and Pa(u) = v.
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Proof Consider the Lyapunov transformation Lu . This is positive definite on V and
hence has the Q-property with respect to K . Since it also has the Z-property, by
Theorem 6, (Lu)−1(K ◦) ⊆ K ◦. Let (Lu)−1(v) = w. Then w>0, Lw(u)= Lu(w)=v.

As to the existence of a, let

a := u−1#v := P
u− 1

2

(
P

u
1
2
(v)

) 1
2
.

(The right-hand side is the so-called geometric mean of u−1 and v.) By Theorem 4 in
[23], we have

a > 0 and Pa(u) = v.

��
For a matrix A ∈ Rn×n , the famous Lyapunov’s theorem ([20], Theorem 2.2.1)

asserts that A is positive stable if and only if there exists a symmetric positive def-
inite matrix P ∈ Rn×n such that AP + P AT is positive definite. In this situation,
the dynamical system dx

dt = −Ax is globally asymptotically stable and the Lyapunov
function given by f (x) = 〈Px, x〉 decreases along any trajectory of this system. If A
is positive stable and a Z-matrix, then, in addition to the global asymptotic stability,
we have viability of the system dx

dt = −Ax in Rn+ (this means that any trajectory that
starts at a point in Rn+ stays in Rn+) and A is diagonally stable (that is there is a P
which is diagonal). In the case of the Euclidean Jordan algebra V = Rn (see Remark ),
we may think of any diagonal matrix as either La or Pa for some a ∈ Rn . Also, in
this setting, if a > 0, then Pa = La2 ; so a matrix A is diagonally stable if there is an
a > 0 in Rn such that APa + Pa AT = ALa2 + La2 AT is positive definite. With this
in mind, we generalize Item (6) of the Introduction in the following way:

Theorem 11 For L ∈ Z on a Euclidean Jordan algebra V , the following are
equivalent:

(i) L ∈ S.
(ii) There exists a > 0 such that L Pa + Pa LT is positive definite on V .

Proof Assume (i) holds. Then by Theorem 6, there exists u > 0 and v > 0 such that
LT (u) > 0 and L(v) > 0. Then by the previous proposition, there exists an a such
that

a > 0 and Pa(u) = v.

Put b = a
1
2 . As K is invariant under Pb and Pb−1 = (Pb)

−1, it easily follows (from
L ∈ Z) that Pb−1 L Pb ∈ Z; hence (by the self-duality of K ),

� := Pb−1 L Pb + [Pb−1 L Pb]T ∈ Z

and Pb−1�Pb ∈ Z. Letting 
 := Pb−1�Pb, we see that 
 = Pa−1 L Pa + LT ∈ Z.

Then


(u) = Pa−1 L(Pa(u)) + LT (u) = Pa−1 L(v) + LT (u) > 0
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as Pa−1 keeps the interior of K invariant. This implies

Pb−1�Pb(u) > 0 and �Pb(u) > 0.

So we have proved that � (which is symmetric) is in Z and has the S-property. By
Corollary 1, � is positive definite; it follows that Pb�Pb is also positive definite. Since
Pb�Pb = L Pa + Pa LT , we get (ii).

Now suppose (ii) holds. If there is no d > 0 such that L(d) > 0, then by a Theorem
of Alternative, see Page 9 in [3], there is a nonzero y such that

y ≥ 0 and LT (y) ≤ 0.

As Pa(y) ≥ 0, we have

0 < 〈(L Pa + Pa LT )(y), y〉 = 2〈L Pa(y), y〉 = 2〈Pa(y), LT (y)〉 ≤ 0,

which is a contradiction. Hence (i) holds. ��
Remark 11 In the above result, we can replace (ii) by: There exists a c > 0 such that
Pc L + LT Pc is positive definite on V . This is because, when L ∈ Z, conditions L ∈ S
and LT ∈ S are equivalent, see Theorem 6.

6 The P-Property in Euclidean Jordan algebras

Recall that a real n × n matrix M is a P-matrix if all its principal minors are positive.
This property can be equivalently described by

x ∗ (Mx) ≤ 0 ⇒ x = 0

where x ∗ (Mx) denotes the componentwise product and the inequality is component-
wise. This property can be extended to a Euclidean Jordan algebra as follows [18].

Definition 2 Let V be a Euclidean Jordan algebra. A linear transformation L : V → V
is said to have the P-property if

x ◦ L(x) ≤ 0
x operator commutes with L(x)

}
⇒ x = 0.

Note: The (stronger) Jordan P-property is obtained by deleting the operator com-
mutativity condition in the above definition.

While the P-property always implies the Q-property, it does not give uniqueness of
solution in related linear complementarity problems over K . However, the P-property
is implied by the GUS-property (which means that all related linear complementarity
problems over K have unique solutions), order P-property, Jordan P-property, see [18].
Also, the P-property does not imply the so-called positive principal minor property,
see [18].
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Theorem 12 Let L : V → V be linear and suppose there exists a b > 0 such that
Lb L + LT Lb is positive definite on V . Then L has the P-property.

Proof Suppose x �= 0 and x ◦ L(x) ≤ 0. Then

0 < 〈(Lb L + LT Lb)(x), x〉 = 2〈Lb(x), L(x)〉 = 2〈b, x ◦ L(x)〉 ≤ 0

as b > 0 and x ◦ L(x) ≤ 0. It follows that x ◦ L(x) ≤ 0 implies x = 0 proving the
Jordan P-property of L . Thus we have the P-property of L . ��

As the P-property always implies the Q-property (hence the S-property) [18], com-
bining the above theorem with Theorem 11, we get the following

Corollary 3 If L ∈ Z and there exists a b > 0 such that Lb L + LT Lb is positive
definite, then there exist an a > 0 such that L Pa + Pa LT is positive definite.

7 On the equality Z ∩ Q = Z ∩ P in Euclidean Jordan algebras

As we saw in the Introduction, for a Z-matrix, the Q and P properties coincide. We ask
if the same is true in the context of a Euclidean Jordan algebra. Since the P-property
implies the Q-property for any linear transformation, we ask if the inclusion

Z ∩ Q ⊆ P

holds. We begin with some examples.

Example 8 Consider L A (defined in Example 2) on Sn . We have observed previously
that L A has the Z-property. The equivalence of Q and P properties has been established
in Theorem 5 of [15].

Example 9 Consider SA (defined in Example 3) on Sn . We have observed previously
that SA has the Z-property. The equivalence of Q and P properties has been established
in Theorem 11 of [14].

Example 10 Let V be any Euclidean Jordan algebra. For any A ∈ Rr×r and any
Jordan frame {e1, e2, . . . , er }, consider RA. Suppose that RA ∈ Z ∩ Q = Z ∩ S. Let
d > 0 with RA(d) > 0. Then using the Peirce decomposition of d with respect to
{e1, e2, . . . , er }, we see that A ∈ S(Rn+). As A is a Z-matrix, see Example 5, A is a
Z ∩ Q-matrix. Hence it is a P-matrix. It follows, see Proposition 5.1 in [38], that RA

has the P-property.

Regarding the equality Z ∩ Q = Z ∩ P, we do not have an answer in the general
case. (For L ∈ Z ∩ Q, we know (by Remark 11) that there exists c > 0 such that
Pc L + LT Pc is positive definite. If one can show that Pc can be replaced by some
Lb, then it follows from Theorem 12 that L ∈ P.) The recent article [36] contains
some partial answers in the case of L = I − S with S(K ) ⊆ K . For Ln , we have the
following result.
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Theorem 13 Let V = Ln. Then Z ∩ Q = Z ∩ P.

Proof Let L : Ln → Ln be in Z ∩ Q = Z ∩ S. We have to show that L has the
P-property. To this end, let x �= 0 and L(x) operator commute in Ln with x ◦L(x) ≤ 0.
Because of operator commutativity, there is a Jordan frame {e1, e2} in Ln such that

x = λ1e1 + λ2e2 and L(x) = µ1e1 + µ2e2.

Now x ◦ L(x) ≤ 0 yields
∑

λiµi ei ≤ 0. It follows that λiµi ≤ 0 for i = 1, 2.
We consider several cases.

Case 1 λ1 �= 0, λ2 = 0 (Note: The case λ1 = 0, λ2 �= 0 is similar.) Then x = λ1e1 ⇒
x
λ1

= e1, L( x
λ1

) = µ1
λ1

e1+µ1
λ2

e2 ⇒ L(e1) = r1e1+r2e2, where ri = µi
λ1

for i = 1, 2. As
λ1µ1 ≤ 0 we have r1 ≤ 0. Since e1 ≥ 0, e2 ≥ 0 and 〈e1, e2〉 = 0, from the Z-property,
we have 〈L(e1), e2〉 ≤ 0; thus r2 ≤ 0. Hence L(e1) = r1e1 +r2e2 ≤ 0. As L ∈ Z∩Q,
from Theorem 6, L−1(Ln+) ⊆ Ln+; this implies that e1 = L−1(r1e1 +r2e2) ≤ 0 which
is clearly a contradiction.

Case 2 λ1 �= 0, λ2 �= 0.

Subcase 2.1 λ1 > 0, λ2 > 0. (Note: The case λ1 < 0, λ2 < 0 can be handled by
working with −x .) In this case, x > 0, µ1 ≤ 0 and µ2 ≤ 0. As L−1(e1) ≥ 0 and
L−1(e2) ≥ 0, we have L(x) = µ1e1 + µ2e2 ⇒ x = µ1L−1(e1) + µ2 L−1(e2) ≤ 0,
which is a contradiction.

Subcase 2.2 λ1 > 0, λ2 < 0. (Note: The case λ1 < 0, λ2 > 0 is similar.) In this case,
µ1 ≤ 0 and µ2 ≥ 0. Also, x �≥ 0 and x �≤ 0.

If µ1 = 0, then we have

x = µ2 L−1(e2) ⇒ λ1e1 + λ2e2 = µ2L−1(e2)

and

0 > λ2||e2||2 = µ2〈L−1(e2), e2〉 ≥ 0.

This is a contradiction.

If µ1 < 0, let µ1 = −r1, so that r1 > 0. Then

L(x) + r1

λ1
x = (µ2 + λ2

r1

λ1
)e2 ⇒ x = (L + r1

λ1
I )−1θe2,

where θ = µ2 + λ2
r1
λ1

.

Since L ∈ Z∩S, we easily verify that (L + r1
λ1

I ) ∈ Z∩S; thus (L + r1
λ1

I )−1e2 ≥ 0.
For any θ this cannot happen as x �≥ 0 and x �≤ 0. Thus in all cases, we reach a
contradiction, proving the P-property of L . ��

As an easy consequence (via Example 3 and Remark 6) we deduce the following
result which, in [36], was obtained by different means.

Corollary 4 Suppose L = I − S where S is linear, ρ(S) < 1 and S(Ln+) ⊆ Ln+. Then
L has the P-property.
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8 Miscellaneous

In the case of a Z-matrix M , it is known that feasibility of a (standard) linear comple-
mentarity problem implies its solvability. This means that if there is an x ≥ 0 such
that Mx + q ≥ 0, then LCP(M, Rn+, q) is solvable. (In the terminology of linear
complementarity problems, this says that every Z-matrix is a Q0-matrix.)

The following example shows that an analogous result fails in the general case.

Example 11 Let V = S2. Corresponding to

A =
[

0 1
1 0

]
and Q =

[
1 0.1

0.1 0

]
,

consider LCP(L A,S2+, Q). Put

X =
[

x y
y z

]
and Y = L A(X) + Q =

[
2y + 1 x + z + 0.1

x + z + 0.1 2y

]
.

Taking x = z = 1 and y = 0.9, we have X =
[

1 0.9
0.9 1

]
� 0, Y =

[
2.8 2.1
2.1 1.8

]
� 0.

Thus, LCP(L A, Q) is (strictly) feasible.
Suppose LCP(L A,Sn+, Q) is solvable, so that there exists X 
 0 such that Y 
 0

and 〈X, Y 〉 = 0. Now, X 
 0 ⇒ x ≥ 0 and z ≥ 0; Y 
 0 ⇒ 2y + 1 ≥ 0 and y ≥ 0.
Also,

〈X, Y 〉 = 0 ⇒ x(2y + 1) + 2y(x + z + 0.1) + 2yz = 0.

Because each term in the above equation is nonnegative, we have x(2y + 1) = 0 ⇒
x = 0, y(x + z + 0.1) = 0 ⇒ y = 0, but then

Y =
[

1 z + 0.1
z + 0.1 0

]
�∈ S2+.

Therefore LCP(L A,Sn+, Q) is not solvable.

Concluding remarks and open problems. In this article, we extended the Z-matrix
property to linear transformations on proper cones. We showed that Lyapunov and
Stein transformations have the Z-property on the semidefinite cone. We have also
shown that many of the properties of Z-matrices extend to Z-transformations on
proper cones. The diagonal stability of such transformations on symmetric cones was
described by means of quadratic representations. Finally the equivalence between the
Q and P properties of Z-transformations was studied over Euclidean Jordan algebras.
Motivated by our study, we formulate the following

Conjecture On any Euclidean Jordan algebra, Z ∩ Q = Z ∩ P.
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In this paper we have not addressed the uniqueness of solutions in cone linear com-
plementarity problems. As is well-known, when V = Rn and K = Rn+, the positive
principle minor property (see Sect. 2) gives a characterization of uniqueness of solu-
tion in (standard) linear complementarity problems. By replacing Rn+ by a polyhedral
set and using the concept of coherence, Robinson [29] extended this result to var-
iational inequalities. While the uniqueness issue has been settled for some special
classes of transformations (such as Lyapunov transformations, see [15]), there is no
constructive or verifiable characterization in the general case of (symmetric) cone lin-
ear complementarity problems. It may be interesting to study this uniqueness issue
for Z-transformations on symmetric cones.
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