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}Given sample S from all possible examples D

}Learner L learns hypothesis h based on S

}Sample error: error S(h)

}True error: error D(h)

}Example
ƁHypothesis h misclassifies 12 of 40 examples in S

Ɓerror S(h) = 0.3

ƁWhat is error D(h)?
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}Learner A learns hypothesis hA on sample S

}Learner B learns hypothesis hB on sample S

}Observe: error S(hA) < error S(hB)

}Is error D(hA) < error D(hB) ?

}Is learner A better than learner B?
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}How can we estimate the true error of a classifier?

}How can we determine if one learner is better 
than another?

}Using sample error is too optimistic

}Using error on a separate test set is better, but 
might still be misleading

}Repeating above for multiple iterations, each with 
different training/testing sets, yields better 
estimate of true error



}David Wolpert , 1995

}For any learning algorithm there are datasets 
for which it does well, and datasets for which 
is does poorly

}Performance estimates are based on specific 
datasets, not an estimate of the learner on all 
datasets

}There is no one best learning algorithm
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}Multiple iterations of learning on a training set and 
testing on a separate validation set are only for 
evaluation and parameter tuning

}Final learning should be done on all available data

} If the validation set is used to choose/tune a learning 
method, then it cannot also be used to compare 
performance against another learning algorithm
ƁNeed yet another test set that is unseen during 

tuning/learning
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}Error costs (false positives vs. false negatives)

}Training time and space complexity

}Testing time and space complexity

}Interpretability

}Ease of implementation
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}Given dataset X

}For each of K trials
ƁRandomly divide X into training set (2/3) and 

testing set (1/3)

ƁLearn classifier on training set

ƁTest classifier on testing set (compute error)

}Compute average error over K trials

}Problem
ƁTraining and testing sets overlap between trials

ƁBiases the results

9



}Given dataset X

}Partition X into K disjoint sets X 1, é, XK

}For i = 1 to K
ƁLearn classifier on training set X ðXi

ƁTest classifier on testing set X i (compute error)

}Compute average error over K trials

}Testing sets no longer overlap

}Training sets still overlap
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}Stratification
ƁDistribution of classes in training and testing sets 

should be the same as in original dataset

ƁCalled òstratified cross validationó

}Leave- one- out cross validation
ƁK = N = |X|

ƁUsed when classified data is scarce

¶Medical diagnosis
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}Tom Dietterich , 1998

}For each of 5 trials (shuffling X each time)
ƁDivide X randomly in two halves X 1 and X 2

ƁCompute error using X 1 as training and X 2 as 
testing

ƁCompute error using X 2 as training and X 1 as 
testing

}Compute average error of all 10 results

}5 trials best number to minimize overlap 
among training and testing sets
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}If not enough data for k - fold cross validation

}Generate multiple samples of size N from X 
by sampling with replacement

}Each sample has approximately 63% of the 
examples in X

}Compute average error over all samples
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}Draw instances from a dataset with 
replacement

}Prob that we do not pick an instance after N 
draws

that is, only 36.8% is new!
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}Confusion matrix
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Predicted class

True class Positive Negative Total

Positive tp : true positive fn: false negative p

Negative fp : false positive tn : true negative n

Total põ nõ N



Name Formula

error
accuracy

(fp + fn)/N
(tp + tn )/N

tp - rate
fp - rate

tp /p
fp /n

precision
recall

tp/põ
tp /p = tp_rate

sensitivity
specificity

tp /p = tp_rate
tn /n = 1 ðfp_rate
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}Error rate = # of errors / # of instances = (FN+FP)/N

}Precision = # of found positives / # of found
= TP / (TP+FP)

}Recall = # of found positives / # of positives 
= TP / (TP+FN) = sensitivity = hit rate

}Specificity = TN / (TN+FP)
}False alarm rate = FP / (FP+TN) = 1 - Specificity




