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Abstract 
 

Domain scientists synthesize different data and 
computing resources to solve their scientific problems. 
Making use of distributed execution within scientific 
workflows is a growing and promising way to achieve 
better execution performance and efficiency. This 
paper presents a high-level distributed execution 
framework, which is designed based on the distributed 
execution requirements identified within the Kepler 
community. It also discusses mechanisms to make the 
presented distributed execution framework easy-to-use, 
comprehensive, adaptable, extensible and efficient.  
 
 
1. Introduction 
 

Scientific workflow management systems, e.g., 
Taverna [1], Triana [2], Pegasus [3], Kepler [4], 
ASKALON [7] and SWIFT [12], have demonstrated 
their ability to help domain scientists solve scientific 
problems by synthesizing different data and computing 
resources. Scientific workflows can operate at different 
levels of granularity, from low-level workflows that 
explicitly move data around, start and monitor remote 
jobs, etc. to high-level "conceptual workflows" that 
interlink complex, domain specific data analysis steps. 
Distributed execution and Grid workflows can be seen 
as a type of scientific workflows. Most workflow 
systems centralize execution [5], which often causes a 
performance bottleneck. We summarize requirements 
within the Kepler community and propose our 
distributed execution framework to take advantage of 
abundant distributed computing resources to achieve 
better execution performance and efficiency. Based on 
community feedback, our goals for the Kepler 
distributed execution framework include the ability to 
easily form ad-hoc networks of cooperating Kepler 

instances. Each cooperating Kepler network can 
impose access constraints and allows Kepler models or 
sub-models to be run on participating instances. Once a 
Kepler cooperating network has been created, it can 
configure one or more subcomponents of a workflow 
to be distributed across nodes of the newly constructed 
network. The major contribution of this paper is 
demonstrating a distributed scientific workflow 
approach that combines an intuitive user interface, 
collaborative features, and capabilities for distribution 
of workflow tasks and the workflows themselves in a 
single framework. 

In Section 2, we discuss the background of 
scientific workflow distributed execution. Sections 3 
and 4 describe the conceptual architecture and 
framework. We demonstrate a case study in Section 5 
to show how the framework works. Finally, we 
conclude and explain future work in Section 6. 
 
2. Background 
 

Our work is based on the following aspects: 
structure of scientific workflow specifications, typical 
distributed execution requirements as specified by 
scientists, and prior work in distributed execution. 

 
2.1. Scientific Workflow Specification 
Structure 
 

There are several different formats for representing 
scientific workflows [14, 15, 16], but they generally 
are graph descriptions that can be used to represent 
three types of components: tasks, data and control 
dependencies [5]. For example, in Figure 1 the tasks 
T2 and T3 will be executed under different conditions. 
Additionally, T4 needs to get data from either T2 or T3 
before its execution. Since our framework incorporates
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Table 1. Requirements for distributed execution in the Kepler user community. 

Requirement Explanation Approach 
Execute Tasks 
on Remote 
Nodes 

Some tasks cannot be executed locally for the following reasons: 1) 
insufficient local computing cycles for desired task; 2) scientific codes in, 
e.g., C and Fortran, are not ported to run on the local computer; 3) third 
party software, e.g., Matlab, may not be installed on the local computer; 
4) the user does not have authority to run a third-party application. 

Distribute to other computers that 
can execute the required tasks. 

Distributed Node 
Discovery 

Users know they can benefit from distributed execution, yet they do not 
know where to find and choose proper distributed nodes. 

Automatic distributed node 
discovery and selection. 

Peer-to-Peer 
Data Transfer 

Centralized transfer of large datasets is one of the main bottlenecks for 
execution efficiency. 

Transfer data between source and 
destination nodes directly, or 
execute the task on the node 
containing the data.  

Provenance of 
Distributed 
Execution 
 

Provenance can help users to track execution information in the future 
[6], which should also be supported in distributed execution 
environments. 

Provide proper locations to store 
provenance information and ways 
to track it easily in distributed 
environments. 

Distributed 
Monitoring 

Users need to know the current execution status, e.g., which tasks are 
executing on which computers with which data. 

Support graphical monitoring and 
user interaction for more detailed 
information. 

Transparent 
Implementation 

Distributed execution should be usable with little or no knowledge of 
grid computing techniques. Most of the Kepler user community are 
unfamiliar with existing grid computing frameworks, e.g., Globus, and 
requiring knowledge of these types of systems effectively prevents 
adoption of distributed computing. 

Automatically choose proper 
implementation techniques 
according to real situations without 
user interaction with arcane 
configuration languages.  

Reuse Existing 
Workflows 

Workflows that can be executed centrally should be distributed with 
minimal changes to the workflow specifications. 

Decouple workflows’ execution 
from their specifications. 

Failure Recovery Monitor, diagnose and recover from failures during distributed execution.  Find failure reasons, re-allocate 
distributed nodes, and re-execute 
failed tasks. 

 
this basic workflow specification structure, it can be 
implemented for different scientific workflow engines. 

 
Figure 1. An example workflow composed of 

tasks and dependencies. 
 
2.2. Typical Requirements for Distributed 
Execution using Scientific Workflows 
 

The Kepler project aims to produce an open-source 
scientific workflow system that allows scientists to 
design and efficiently execute scientific workflows. 
Since 2003, Kepler has been used as a workflow 
system within over 20 diverse projects and multiple 
disciplines. Within the Kepler community, we have 
identified various requirements for scientific 
workflows related to distributed execution (Table 1). 

 
2.3. Related Work 
 

Several scientific workflow systems support 
distributed execution. Triana [2] provides two kinds of 
distributed execution topologies: parallel computation 
for a single task and pipelined connectivity with direct 
data transfer between different tasks. Pegasus [3] 
supports resource allocation and data provenance 
mechanisms in Grid-based distributed environments. 
ASKALON [7] contains a service repository for 
service broker and data repository for data sharing.  

After evaluating these systems, our high-level 
distributed execution framework focuses on the 
following features: 

• Easy-to-use: the demands on users, especially 
scientists, should be as simple as possible. 

• Comprehensive: satisfies all the requirements 
in Table 1. 

• Adaptable: works well with different scientific 
workflow specifications and distributed 
environments. 

• Extensible: new processing components can be 
easily added to the framework to meet new 
requirements. 
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• Efficient: minimize the overhead when using 
distributed execution.  

 
3. Conceptual Architecture 
 

In this distributed framework, each computing 
node runs an instance of the workflow execution 
engine and is assigned one or more roles. Workflow 
execution is initiated by a Master node that performs 
overall coordination of an arbitrary number of Slave 
nodes that execute workflow tasks. Additionally, a 
Registration Center and a Provenance Manager broker 
Slave execution capability and data generated during 
workflow execution respectively. 

 
Figure 2. Distributed execution conceptual 

architecture. 
Master: The Master interacts with end users and 

directs workflow execution. The Master calculates the 
proper workflow task schedule and distributes tasks to 
Slaves for execution using the Slave information from 
the Registration Center. In addition, the Master 
retrieves concrete data content from Slaves using data 
register information found from the Provenance 
Manager.  

Slave: Slaves are computing nodes that register 
their execution capability to the Registration Center for 
the Master to query. The Slave also registers 
provenance information at the Provenance Manager for 
the Master to query. (see Section 4) 

Registration Center: The Registration Center 
manages the registered Slave information. Masters can 
query the Registration Center to discover information 
about current available Slaves and their states. 

Provenance Manager: The Provenance Manager is 
used to register and query execution information, e.g., 
task state, and data that was generated during workflow 
execution. Masters can monitor current execution 
status and track the provenance information. 
Provenance information is also useful for failure 
diagnosis and partial workflow re-execution [8]. 

The requirements listed in Section 2.2 are met using 
this framework. Adaptations can be implemented for 

different distributed environments and scientific 
workflow specifications. In actual applications, there 
are usually several Masters, several Slaves, one 
Registration Center, and one Provenance Manager 
within a logical domain. Each node may fill multiple 
roles. 

The main interfaces of each role and the typical 
interaction sequences between them are illustrated by 
sequence diagram in Figure 3. Figure 3 shows the 
usage of a Registration Center and a Provenance 
Manager by different Masters and Slaves for the 
decoupled architecture. 

 
4. Working Mechanisms 
 

The conceptual architecture explained in Section 3 
can be implemented in different ways. In this section, 
we will discuss some important mechanisms that make 
the implementation easy-to-use, comprehensive, 
adaptable, extensible and efficient.  

Decoupling of the Workflow Specification from 
the Execution Model. Through decoupling the 
specification of the workflow from its execution 
model, existing workflow specifications can be reused 
when changing from centralized execution to 
distributed execution. In Kepler [4], the workflow 
specification is loosely coupled with the execution 
model, i.e., Director. The Director specifies the model 
of computation under which the workflow will run and 
the user can easily change execution model by 
replacing the Directors using the graphical user 
interface for designing workflows. We apply this 
principle to distributed computing. Ideally, a user is 
able to distribute workflow execution simply by 
replacing the Director of her existing workflow to the 
corresponding distributed Director. There are 
experimental implementations of new Directors for 
distributed execution, such as a massively parallel 
parameter sweep using dynamic dataflow model [13] 
or automated distributed simulation using synchronous 
dataflow model [9]. More experiments are needed to 
test the fitness and performance of each Director in our 
proposed distributed execution architecture. 

Peer-to-Peer Data Transfer. In order to improve 
data transfer efficiency during distributed execution, 
we employ a pipeline mechanism to realize peer-to-
peer data transfer, which is similar to [2] and [3]. A 
corresponding pipeline is established for each data 
dependency when the workflow is initiated, and will 
transfer from source Slave to destination Slave(s) 
directly. In distributed environments, each pipeline 
needs to have global access, e.g., through a URI or 
local proxy, to establish data connections among 
distributed Slaves. 
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Figure 3. Typical interaction sequence during distributed execution of a scientific workflow. 

 
Transparent Implementation. By making 

technologies, such as JINI, Grid Services and Web 
Services, transparent to users, end users with little or 
no computer knowledge can also distribute the 
execution of their workflows. For example, Taylor et 
al. [2] describe support for different infrastructure 
bindings through general interfaces that lets users 
choose which distributed technologies to use. We plan 
to improve this capability by defining technology 
selection rules and detecting the context of real 
situations. In our high-level framework, features for 
transparent distribution, execution and data transfer 
need to be enabled without interacting with users. In 
addition, ease of deployment is critical to adoption.  
Most scientific users in our community have no 
interest or background in setting up distributed 
computing systems on their compute nodes. Our 
proposed solution eliminates the need to set up a 
separate grid-computing system by enabling each node 
running workflow instance to act as an execution 
endpoint in either the Master or Slave role. This 
approach significantly eases the deployment burden 
that typically inhibits the use of grid computing 
frameworks. 

Capability-Based Slave Registration. Detailed 
information (called the Slave Execution Capability) of 
each registered Slave is maintained at the Registration 
Center. Similar to the site catalog in [3], the 
Registration Center stores hardware, software and 
other information on each Slave. This information is 
serialized in XML to make it extensible. The meta 

model for Slave Execution Capability is shown in 
Figure 4. The main components are: TaskSet: describes 
which tasks are registered to be executable on the 
Slave; Database: the domain specific databases stored 
on the Slave; Hardware, RealTimeStatus, Security, and 
Stereotypes, i.e., extension mechanisms, for adding 
new elements. Depending on the characteristics of the 
distributed environment, some elements may be not 
used and new ones may be extended for specific 
requirements. 

 
Figure 4. Slave Execution Capability 

metamodel. 

637



 

Automatic Constraint-Based Task Scheduling. 
To achieve optimal task scheduling from numerous 
possible solutions, the Master needs to match user 
requirements with Slave execution capabilities. 
Besides the basic functional requirements, e.g., the task 
scheduling solution must be able to complete the 
workflow execution, users may have additional non-
functional constraints, such as throughput, and time to 
completion. Therefore a mechanism matching user 
requirements and Slave capabilities need to provide a 
solution that not only meets the functional 
requirements but also the non-functional constraints. 
Many task-scheduling algorithms have been studied in 
Grid-based systems [10], and can be made useful in 
our framework. However, the assumption in [10] that 
each task has an estimated run-time is not applicable in 
the context of our framework as run-times of some 
tasks vary with different input configuration, e.g., Web 
Service actor in Kepler. New algorithms need to be 
proposed to take the task’s input and configuration 
values into account. 

Broker based Provenance Management. Broker-
based provenance management is employed to realize 
the tradeoff between functionality and efficiency of 
distributed provenance. In distributed environments, 
there are two typical ways to store the execution 
information for data provenance: centralized and 
decentralized. It is inefficient to store the data content 
of all distributed nodes in one centralized center 
because data in e-Science may be huge. It is efficient to 
separate data storage in each distributed node locally, 
but this makes it difficult to query and integrate this 
data in the future. For example, a task may be 
distributed from different Masters for different 
executions, and distributed to different Slaves each 
time. It is hard to collect the overall execution 
information of the workflow in this situation. So unlike 
the centralized provenance catalog in [11], our 
framework utilizes a separate Provenance Manager to 
broker the provenance data. The basic information in 
the Provenance Manager consists of the description 
and the endpoint of each data item. After finding the 
needed data endpoint at the Provenance Manager, the 
Master can get data content from the corresponding 
Slaves. In this way, the burden for data transfer is 
reduced compared to the centralized provenance 
system. This also makes it easier to do future 
provenance tracking. 

 
5. Case Study 

 
In this section, we will use a case study which is 

simple yet common in the Kepler community in order 
to apply our distributed framework. Three domain 

scientists collaborate and construct a workflow with 
tasks in their separate sub-domains. Individual tasks of 
the workflow are executable on some of the scientists’ 
personal computers, yet the whole workflow cannot be 
executed on any one computer. This is an example of 
the “Execute Tasks on Remote Nodes” requirement 
from Table 1. The scientists hope to connect their 
computers to execute the workflow and track the 
provenance information for this execution. Yet they are 
not computer professionals and have no experience 
with distributed computing technologies. 

From the users’ perspective, our distributed 
framework is an analysis and modeling tool that 
provides functionalities to support distributed 
execution (such as starting and registering their nodes 
as Slaves). Using the framework, domain scientists can 
design and configure an ad-hoc network of nodes 
where they assign each computer to serve one or more 
of the roles defined in Section 3. From the Master 
node's graphical user interface, they can specify the 
workflow to be distributed and trigger its execution. 
With the Slave information registered at the 
Registration Center, the Master automatically finds a 
proper task scheduling solution and distributes the 
workflow to the Slaves. Tasks are executed at the 
corresponding Slaves in parallel or sequentially based 
on the workflow specification. Data is transferred 
directly from source Slaves to destination Slaves 
according to the data dependency graph. Data 
generated during the execution is registered with the 
Provenance Manager. Any of the scientists can track 
the provenance information from the workflow GUI on 
his or her own computer by finding data registration 
information from the Provenance Manager and then 
retrieving data content directly from the Slave that 
stores the data. An example of the distributed 
framework deployment for this case and the data 
transfer among them is shown in Figure 5. 

 

 
Figure 5. An example of distributed 

execution framework deployment. 
 

6. Conclusion and Future Work 
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Distributed workflow execution is a way to achieve 
better performance and efficiency when conducting 
computational experiments. Based on the requirements 
from the Kepler community, we present a high-level 
distributed execution framework and discuss its main 
working mechanisms. We are extending the current 
implementation of distributed computing features in 
Kepler according to the presented framework. 
Although this framework focuses on features for easy-
to-use, comprehensive, adaptable, extensible and 
efficient distributed execution, the biggest focus of our 
work is on usability of the platform in terms of 
adoption in our community. It builds upon the existing 
work and solutions for some of the desired features 
including error handling, scheduling algorithms and 
minimizing overhead. 

The paper is the first description of our discussions 
and design on the subject and serves as a reference for 
future work. We will refine the design details for key 
factors, e.g., task scheduling optimization and 
techniques for implementation transparency. The 
implementation in Kepler based on this initial design 
and evaluation of design decisions is on-going work. 
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